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#### Abstract

This paper deals with the solution of nonlinear programming problems arising from elliptic control problems by an interior point scheme. At each step of the scheme, we have to solve a large scale symmetric and indefinite system; inner iterative solvers, with an adaptive stopping rule, can be used in order to avoid unnecessary inner iterations, especially when the current outer iterate is far from the solution. In this work, we analyse the method of multipliers and the preconditioned conjugate gradient method as inner solvers for interior point schemes. We discuss the convergence of the whole approach, the implementation details and report the results of numerical experimentation on a set of large scale test problems arising from the discretization of elliptic control problems. A comparison with other interior point codes is also reported.
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## 1 Introduction

This work is concerned with the numerical solution of large scale nonlinear programming problems with an interior point method. In particular, we present three effective iterative inner solvers for the solution of the perturbed system that occurs at each step of the interior point scheme.

[^0]The first one consists of applying the method of multipliers to the perturbed system, since it can be seen as the optimality conditions of a linear-quadratic programming problem; at each iteration of the method of the multipliers we solve a symmetric positive definite system using the efficient library routine of Ng and Peyton that implements Cholesky factorization ([36]).
The second solver is the conjugate gradient method combined with the indefinite preconditioner introduced by Lukšan in [38]; exploiting the block structure of the preconditioning matrix, at each step of the preconditioned conjugate gradient method, we solve, using the Ng and Peyton routine, a symmetric positive definite system.
The third solver also uses the conjugate gradient method with Lukšan preconditioner, but the symmetric indefinite system that occurs at each step of the preconditioned conjugate gradient method is solved by a routine that implements a Cholesky-like factorization with a regularization technique; this routine, introduced in [7] and available on the website $d m$.unife.it/blkfclt, is called BLKFCLT.

These iterative solvers are inserted into an interior point scheme. The chosen interior point scheme is the one which uses the Newton iteration and the reduction of the damping parameter (sections 2 and 3 ). This scheme permits simple implementation and convergence is assured in the framework of inexact Newton methods, even if iterative inner solvers are used (subsection 5.2). Furthermore, in this context, a nonmonotone approach can be introduced (see [5]).
In subsection 5.3 we analyse with examples convergence failures of the interior point scheme using the Newton iteration, indicating how to detect the failure. In Section 6, we evaluate the effectiveness of the whole scheme, as in subsection 5.1, on a set of large and sparse nonlinear programming problems that arises from finite difference discretization of elliptic boundary or distributed control problems ([44], [40] and [41]).
These nonlinear problems have quadratic objective function, weakly nonlinear ${ }^{1}$ equality constraints and box constraints; the involved matrices have a $P D E$-type structure.
In the experiments, we compare the whole scheme with the three solvers and a direct library routine solver. Moreover, a comparison, in terms of CPU time, with other interior point codes is reported and we also consider the results of the nonmonotone interior point method introduced in [5] with the third, and most efficient, inner solver. The results highlight the efficiency of the BLKFCLT routine.

[^1]
## 2 Interior point framework

Consider the following nonlinear programming problem

$$
\begin{align*}
& \min f(\boldsymbol{x}) \\
& \boldsymbol{g}_{1}(\boldsymbol{x})=0 \\
& \boldsymbol{g}_{2}(\boldsymbol{x}) \geq 0  \tag{1}\\
& P_{\boldsymbol{l}} \boldsymbol{x} \geq \boldsymbol{l} \\
& P_{u} \boldsymbol{x} \leq \boldsymbol{u}
\end{align*}
$$

where $\boldsymbol{x} \in \mathbb{R}^{n}, f(\boldsymbol{x}): \mathbb{R}^{n} \rightarrow \mathbb{R}, \boldsymbol{g}_{1}(\boldsymbol{x}): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n e q}, \boldsymbol{g}_{2}(\boldsymbol{x}): \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}, \boldsymbol{l} \in \mathbb{R}^{n \boldsymbol{l}}$, $\boldsymbol{u} \in \mathbb{R}^{n u}, P_{l} \in \mathbb{R}^{n l \times n}, P_{u} \in \mathbb{R}^{n u \times n} . P_{l}\left(P_{u}\right)$ is given by the rows of the identity matrix whose indices are equal to those of the entries of $\boldsymbol{x}$ which are bounded below (above). If $x_{i} \geq l_{j}$ for some $i$ and, simultaneously, $x_{i} \leq u_{h}$, we assume $l_{j}<u_{h}$. This hypothesis means that there are no fixed variables. On the other hand, in this case, the problem can be reduced by eliminating them.
We assume that $f(\boldsymbol{x}), \boldsymbol{g}_{1}(\boldsymbol{x}), \boldsymbol{g}_{2}(\boldsymbol{x})$ are twice continuously differentiable and that standard assumptions for a constrained nonlinear programming problems hold ([37, Chapt. 10]). We are interested in the case where (1) is a large nonconvex problem and the first and second derivatives of the objective function and the constraints are available.
By introducing slack variables, the problem (1) can be rewritten as

$$
\begin{align*}
& \min f(\boldsymbol{x}) \\
& \boldsymbol{g}_{1}(\boldsymbol{x})=0 \\
& \boldsymbol{g}_{2}(\boldsymbol{x})-\boldsymbol{s}=0  \tag{2}\\
& P_{l} \boldsymbol{x}-\boldsymbol{l}-\boldsymbol{r}_{l}=0 \\
& P_{u} \boldsymbol{x}-\boldsymbol{u}+\boldsymbol{r}_{u}=0 \\
& \boldsymbol{s} \geq 0, \boldsymbol{r}_{l} \geq 0, \boldsymbol{r}_{u} \geq 0
\end{align*}
$$

whose Karush-Kuhn-Tucker optimality conditions are

$$
\begin{array}{rlr}
\boldsymbol{\alpha} \equiv \nabla f(\boldsymbol{x})-\nabla \boldsymbol{g}_{1}(\boldsymbol{x}) \boldsymbol{\lambda}_{1}-\nabla \boldsymbol{g}_{2}(\boldsymbol{x}) \boldsymbol{\lambda}_{2}-P_{l}^{t} \boldsymbol{\lambda}_{l}+P_{u}^{t} \boldsymbol{\lambda}_{u} & =0 \\
\boldsymbol{\varepsilon} & \equiv-\boldsymbol{g}_{1}(\boldsymbol{x}) & =0 \\
\boldsymbol{\beta} \equiv-\boldsymbol{g}_{2}(\boldsymbol{x})+\boldsymbol{s} & =0 \\
\boldsymbol{\gamma} \equiv-P_{l} \boldsymbol{x}+\boldsymbol{l}+\boldsymbol{r}_{l} & =0  \tag{3}\\
\boldsymbol{\delta} \equiv P_{u} \boldsymbol{x}-\boldsymbol{u}+\boldsymbol{r}_{u} & =0 \\
\boldsymbol{\theta} \equiv \Lambda_{2} S \boldsymbol{e}_{m} & =0 \\
\boldsymbol{\zeta} \equiv \Lambda_{l} R_{l} \boldsymbol{e}_{n l} & =0 \\
\boldsymbol{\eta} \equiv \Lambda_{u} R_{u} \boldsymbol{e}_{n u} & =0
\end{array}
$$

with

$$
\boldsymbol{s}, \boldsymbol{r}_{l}, \boldsymbol{r}_{u} \geq 0 ; \quad \boldsymbol{\lambda}_{2}, \boldsymbol{\lambda}_{l}, \boldsymbol{\lambda}_{u} \geq 0
$$

where $\boldsymbol{s}, \boldsymbol{\lambda}_{2} \in \mathbb{R}^{m}, \boldsymbol{r}_{l}, \boldsymbol{\lambda}_{l} \in \mathbb{R}^{n l}, \boldsymbol{r}_{u}, \boldsymbol{\lambda}_{u} \in \mathbb{R}^{n u}$ and $\Lambda_{2}=\operatorname{diag}\left(\boldsymbol{\lambda}_{2}\right) ; \Lambda_{l}=\operatorname{diag}\left(\boldsymbol{\lambda}_{l}\right)$; $\Lambda_{u}=\operatorname{diag}\left(\boldsymbol{\lambda}_{u}\right) ; S=\operatorname{diag}(\boldsymbol{s}) ; R_{l}=\operatorname{diag}\left(\boldsymbol{r}_{l}\right) ; R_{u}=\operatorname{diag}\left(\boldsymbol{r}_{u}\right)$.
The vector $\boldsymbol{e}_{N}$ indicates the vector of $N$ components whose values are equal to 1.

Here $\nabla f(\boldsymbol{x})$ denotes the gradient of $f(\boldsymbol{x}) ; \nabla \boldsymbol{g}_{1}(\boldsymbol{x})$ and $\nabla \boldsymbol{g}_{2}(\boldsymbol{x})$ are the transpose of the Jacobian matrices of $\boldsymbol{g}_{1}(\boldsymbol{x})$ and $\boldsymbol{g}_{2}(\boldsymbol{x})$ respectively.
Let us indicate $\tilde{\boldsymbol{s}}=\left(\boldsymbol{s}^{t}, \boldsymbol{r}_{l}^{t}, \boldsymbol{r}_{u}^{t}\right)^{t} \in \mathbb{R}^{p}, \tilde{\boldsymbol{w}}=\left(\boldsymbol{\lambda}_{2}^{t}, \boldsymbol{\lambda}_{l}^{t}, \boldsymbol{\lambda}_{u}^{t}\right)^{t} \in \mathbb{R}^{p}$ and $p=m+n_{l}+$ $n_{u}$; the primal-dual system (3) can be written as

$$
\begin{gather*}
\boldsymbol{H}(\boldsymbol{v})=0 \\
\tilde{\boldsymbol{s}} \geq 0 ; \tilde{\boldsymbol{w}} \geq 0 \tag{4}
\end{gather*}
$$

where

$$
\left.\boldsymbol{v}=\left(\begin{array}{c}
\boldsymbol{x} \\
\boldsymbol{\lambda}_{1} \\
\boldsymbol{\lambda}_{2} \\
\boldsymbol{\lambda}_{l} \\
\boldsymbol{\lambda}_{u} \\
s \\
\boldsymbol{r}_{l} \\
\boldsymbol{r}_{u}
\end{array}\right\} \tilde{\boldsymbol{w}}, \begin{array}{c}
\alpha \\
\varepsilon \\
\beta \\
\gamma \\
\delta \\
\boldsymbol{\theta} \\
\boldsymbol{\gamma} \\
\boldsymbol{\eta} \\
\boldsymbol{\eta}
\end{array}\right) \boldsymbol{H}_{1}(\boldsymbol{v})
$$

The Jacobian matrix of $\boldsymbol{H}$ is the matrix

$$
H^{\prime}(\boldsymbol{v})=\left(\begin{array}{cccccccc}
Q & -\nabla \boldsymbol{g}_{1}(\boldsymbol{x}) & -\nabla \boldsymbol{g}_{2}(\boldsymbol{x}) & -P_{l}^{t} & P_{u}^{t} & 0 & 0 & 0 \\
-\nabla \boldsymbol{g}_{1}(\boldsymbol{x})^{t} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\nabla \boldsymbol{g}_{2}(\boldsymbol{x})^{t} & 0 & 0 & 0 & 0 & I & 0 & 0 \\
-P_{l} & 0 & 0 & 0 & 0 & 0 & I & 0 \\
P_{u} & 0 & 0 & 0 & 0 & 0 & 0 & I \\
0 & 0 & S & 0 & 0 & \Lambda_{2} & 0 & 0 \\
0 & 0 & 0 & R_{l} & 0 & 0 & \Lambda_{l} & 0 \\
0 & 0 & 0 & 0 & R_{u} & 0 & 0 & \Lambda_{u}
\end{array}\right)
$$

where $Q=\nabla^{2} f(\boldsymbol{x})-\sum_{1}^{n e q} \lambda_{1, i} \nabla^{2} g_{1, i}(\boldsymbol{x})-\sum_{1}^{m} \lambda_{2, i} \nabla^{2} g_{2, i}(\boldsymbol{x})$ is the Hessian matrix of the Lagrangian function of the problem (2); $\nabla^{2} f(\boldsymbol{x}), \nabla^{2} g_{1, i}(\boldsymbol{x}),(i=$ $1, \ldots, n e q), \nabla^{2} g_{1, j}(\boldsymbol{x}),(j=1, \ldots, m)$, are the Hessian matrices of $f(\boldsymbol{x}), g_{1, i}(\boldsymbol{x})$, $(i=1, \ldots, n e q)$ and $g_{1, j}(\boldsymbol{x}),(j=1, \ldots, m)$, respectively.
If we solve the system (4) using Newton's method, at each iteration $k$ we have to compute the vector $\Delta \boldsymbol{v}^{(k)}$ which is the solution of the Newton equation

$$
\begin{equation*}
H^{\prime}\left(\boldsymbol{v}^{(k)}\right) \Delta \boldsymbol{v}=-\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right) \tag{5}
\end{equation*}
$$

When we consider the last $p$ equations of the system (5), the ones related to the complementarity conditions $\tilde{S} \tilde{W} \boldsymbol{e}_{p}=0$, it can be observed that if, at an iteration $k, \tilde{s}_{i}^{(k)}=0\left(\right.$ or $\left.\tilde{w}_{i}^{(k)}=0\right)$, then $\tilde{s}_{i}^{(j)}=0\left(\right.$ or $\left.\tilde{w}_{i}^{(j)}=0\right)$, for all iterations $j$ with $j>k$. It means that if the iterate reaches the boundary of the feasible region, it sticks on the boundary even if it is far from the solution.
In order to avoid this drawback, the idea of the interior point method ([21]) is to perturb the system (4) only in the last $p$ equations and generate a sequence of iterates $\left\{\boldsymbol{v}^{(k)}\right\}$ satisfying the perturbed system

$$
\begin{align*}
& \boldsymbol{H}(\boldsymbol{v})=\rho_{k} \tilde{\boldsymbol{e}} \\
& \tilde{\boldsymbol{s}}>0 ; \tilde{\boldsymbol{w}}>0 \tag{6}
\end{align*}
$$

and the Karush-Kuhn-Tucker conditions (4) only in the limit. The perturbation parameter $\rho_{k}$ tends towards 0 when $k$ diverges. Here $\tilde{\boldsymbol{e}}=\left(0_{n+n e q}^{t}, \boldsymbol{e}_{p}^{t}\right)^{t}$.
By introducing a "measure" $\mathcal{M}$ of the system (6), expressed by the vector $\boldsymbol{H}_{\rho_{k}}(\boldsymbol{v})=\boldsymbol{H}(\boldsymbol{v})-\rho_{k} \tilde{\boldsymbol{e}}\left(\text { for example } \mathcal{M}\left(\boldsymbol{H}_{\rho_{k}}(\boldsymbol{v})\right)=\left\|\boldsymbol{H}_{\rho_{k}}(\boldsymbol{v})\right\|\right)^{2}$, we can write a general scheme for the whole class of the interior point methods:

1. Choose the initial guess $\boldsymbol{v}^{(0)}$ such that $\tilde{\boldsymbol{s}}^{(0)}, \tilde{\boldsymbol{w}}^{(0)}>0$, the stopping tolerance tol $>0$, the measure $\mathcal{M} ; k=0$;
2. While $\mathcal{M}\left(\boldsymbol{H}_{0}\left(\boldsymbol{v}^{(k)}\right)\right) \geq$ tol

2a. Choose the perturbation parameter $\rho_{k}$ and inner tolerance $t o l_{\rho_{k}}$;
2b. Compute a new point $\boldsymbol{v}^{(k+1)}$ such that:

$$
\begin{aligned}
& \mathcal{M}\left(\boldsymbol{H}_{\rho_{k}}\left(\boldsymbol{v}^{(k+1)}\right)\right)<\operatorname{tol}_{\rho_{k}} \\
& \left(\tilde{\boldsymbol{s}}^{(k+1)}, \tilde{\boldsymbol{w}}^{(k+1)}\right)>0
\end{aligned}
$$

2c. Set $k=k+1$
The scheme described above includes a wide class of methods; it allows many choices for $\mathcal{M}$, for the perturbation parameter $\rho_{k}$ and the method used to compute the new point at step 2b. Barrier function methods (see e.g. [22, §12.1]) and most of the recent interior point methods (see [58] for one of the last survey papers and the references therein) can also be described by such a scheme.

## 3 An interior point method as an inexact Newton scheme

The Newton interior point method for nonlinear programming (1) is obtained when step 2 b of the scheme in the previous section is performed by applying Newton's method to the perturbed system (6); that is, at each iteration $k$, we compute the solution $\Delta \boldsymbol{v}^{(k)}$ of the perturbed Newton equation

$$
\begin{equation*}
H^{\prime}\left(\boldsymbol{v}^{(k)}\right) \Delta \boldsymbol{v}=-\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)+\rho_{k} \tilde{\boldsymbol{e}} \tag{7}
\end{equation*}
$$

Let us define $\rho_{k}=\sigma_{k} \mu_{k}$, where $\sigma_{k} \in\left[\sigma_{\min }, \sigma_{\max }\right] \subset(0,1)$; if the following condition holds

$$
\begin{equation*}
\mu_{k} \leq \mu_{k}^{(2)} \equiv \frac{\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\|}{\sqrt{p}} \tag{8}
\end{equation*}
$$

then the solution $\Delta \boldsymbol{v}^{(k)}$ of the system (7) is a descent direction for $\|\boldsymbol{H}(\boldsymbol{v})\|^{2}$ ([14]). The system (7) can also be viewed as one step of an inexact Newton scheme ([12], [20]) applied to the exact system $\boldsymbol{H}(\boldsymbol{v})=0$, starting from $\boldsymbol{v}^{(k)}$. Indeed, the solution $\Delta \boldsymbol{v}^{(k)}$ of the system (7) satisfies the residual condition of the inexact Newton method that is written as

$$
\begin{equation*}
\left\|H^{\prime}\left(\boldsymbol{v}^{(k)}\right) \Delta \boldsymbol{v}^{(k)}+\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\| \leq \eta_{k}\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\| \tag{9}
\end{equation*}
$$

[^2]with the forcing term $\eta_{k}=\sigma_{k} \leq \sigma_{\max }<1$.
Furthermore, it is easy to prove that $\mu_{k}^{(1)} \equiv \frac{\tilde{\boldsymbol{s}}^{(k)} \tilde{\boldsymbol{w}}^{(k)}}{p} \leq \mu_{k}^{(2)}$, where $\mu_{k}^{(1)}$ is the usual choice of perturbation parameter in the interior point method and is strictly connected with the notion of adherence to the central path (e.g. see [21]). Then, the choice of the perturbation parameter
\[

$$
\begin{equation*}
\mu_{k} \in\left[\mu_{k}^{(1)}, \mu_{k}^{(2)}\right] \tag{10}
\end{equation*}
$$

\]

assures that $\Delta \boldsymbol{v}^{(k)}$ satisfies the residual condition of the inexact Newton method and is a descent direction for $\|\boldsymbol{H}(\boldsymbol{v})\|^{2}$.
At the same time, the range of values of the perturbation parameter is enlarged in order to avoid stagnation of the current iterate on the boundary of the nonnegative orthant $(\tilde{\boldsymbol{s}}, \tilde{\boldsymbol{w}}) \geq 0$ that occurs when the value of $\mu_{k}^{(1)}$ is too small and we are far away from the solution (see Section 5 in [15]).
When the size of the system (7) is large, the computation for the exact solution can be too expensive and then it seems convenient the system (7) to be solved approximately. We denote $\Delta \boldsymbol{v}^{(k)}$ again as the approximate solution of the system (7). If the coefficient matrix has a special structure, an iterative scheme can exploit this feature. Nevertheless, the use of an iterative solver determines the necessity to state an adaptive termination rule so that the accuracy in solving the inner system depends on the quality of the current iterate of the outer method.
Then, we can apply an inner iterative scheme to the perturbed Newton equation (7) until the final inner residual

$$
\begin{equation*}
\boldsymbol{r}^{(k)}=H^{\prime}\left(\boldsymbol{v}^{(k)}\right) \Delta \boldsymbol{v}^{(k)}+\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)-\sigma_{k} \mu_{k} \tilde{\boldsymbol{e}} \tag{11}
\end{equation*}
$$

satisfies the condition

$$
\begin{equation*}
\left\|\boldsymbol{r}^{(k)}\right\| \leq \delta_{k}\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\| \tag{12}
\end{equation*}
$$

That is, we introduce a further perturbation. Obviously, the choice $\delta_{k}=0$ means the system (7) is solved exactly.
It is possible to prove (see [6, Theor. 1]), that, if $\sigma_{k} \in\left(0, \sigma_{\max }\right] \subset(0,1)$, $\delta_{k} \in\left[0, \delta_{\max }\right] \subset[0,1)$ and $\sigma_{\max }+\delta_{\max }<1$, then the vector $\Delta \boldsymbol{v}^{(k)}$, which satisfies (11) and (12), is a descent direction for $\|\boldsymbol{H}(\boldsymbol{v})\|^{2}$ and satisfies the residual condition (9) with the forcing term $\eta_{k}=\sigma_{k}+\delta_{k}$.
The new iterate $\boldsymbol{v}^{(k+1)}$ can be obtained by a globally convergent modification of Newton's method, such as a line search technique or a trust region approach. In particular, we consider a Newton line-search interior point method (or a damped Newton interior point method) that computes the new iterate as follows

$$
\begin{equation*}
\boldsymbol{v}^{(k+1)}=\boldsymbol{v}^{(k)}+\alpha_{k} \Delta \boldsymbol{v}^{(k)} \tag{13}
\end{equation*}
$$

where the damping parameter $\alpha_{k}$ has to satisfy the feasibility of the new iterate and appropriate path-following conditions (centrality conditions) and has to guarantee a sufficient decrease in a merit function, for example of the least squares merit function.

In order to satisfy all these conditions, the damping parameter $\alpha_{k}$ is determined by the following sequence of steps:

1. feasibility condition: all the iterates $\boldsymbol{v}^{(k)}$ have to belong to the feasible region

$$
\left\{\boldsymbol{v} \in \mathbb{R}^{n+n e q+2 p} \quad \text { s.t. } \quad \tilde{s}_{i}>0 \quad \text { and } \quad \tilde{w}_{i}>0 \quad \forall i=1, \ldots, p\right\} .
$$

So, if $\Delta \tilde{s}_{i}^{(k)}<0\left(\right.$ or $\left.\Delta \tilde{w}_{i}^{(k)}<0\right), \alpha_{k}^{(1)}$ is chosen such that $\tilde{s}_{i}^{(k+1)}>0$ (or $\left.\tilde{w}_{i}^{(k+1)}>0\right)$;
2. centrality conditions: they are expressed by the nonnegativity of the following functions introduced in [21] (see also [47, p. 402]):

$$
\begin{align*}
\varphi(\alpha) & \equiv \min _{i=1, p}\left(\tilde{S}^{(k)}(\alpha) \tilde{W}^{(k)}(\alpha) \boldsymbol{e}_{p}\right)-\gamma_{k} \tau_{1}\left(\frac{\tilde{\boldsymbol{s}}^{(k)}(\alpha)^{t} \tilde{\boldsymbol{w}}^{(k)}(\alpha)}{p}\right) \geq 0  \tag{14}\\
\psi(\alpha) & \equiv \tilde{\boldsymbol{s}}^{(k)}(\alpha)^{t} \tilde{\boldsymbol{w}}^{(k)}(\alpha)-\gamma_{k} \tau_{2}\left\|\boldsymbol{H}_{1}\left(\boldsymbol{v}^{(k)}(\alpha)\right)\right\| \geq 0 \tag{15}
\end{align*}
$$

where $\tilde{\boldsymbol{s}}^{(k)}(\alpha)=\tilde{\boldsymbol{s}}^{(k)}+\alpha \Delta \tilde{\boldsymbol{s}}^{(k)}$ and $\tilde{\boldsymbol{w}}^{(k)}(\alpha)=\tilde{\boldsymbol{w}}^{(k)}+\alpha \Delta \tilde{\boldsymbol{w}}^{(k)} ; \gamma_{k} \in\left[\frac{1}{2}, 1\right)$.

At each iterate we choose $\tilde{\alpha}_{k}$ as large as possible such that conditions (14)-(15) are satisfied $\forall \alpha \in\left(0, \tilde{\alpha}_{k}\right] \subseteq(0,1]$; then $\alpha_{k}^{(2)}=\min \left\{\tilde{\alpha}_{k}, \alpha_{k}^{(1)}\right\}$. In order to satisfy the inequalities (14) and (15) at the starting iteration, we have $\tau_{1} \leq \frac{\min _{i=1, p}\left(\tilde{S}^{(0)} \tilde{W}^{(0)} \boldsymbol{e}_{p}\right)}{\left(\frac{\tilde{S}^{(0) t}}{p} \tilde{\boldsymbol{w}}^{(0)}\right)}$, and $\tau_{2} \leq \frac{\tilde{\boldsymbol{s}}^{(0)}{ }^{t} \tilde{\boldsymbol{w}}^{(0)}}{\left\|\boldsymbol{H}_{1}\left(\boldsymbol{v}^{(0)}\right)\right\|}$, where we assume $\tilde{\boldsymbol{s}}^{(0)}>0, \tilde{\boldsymbol{w}}^{(0)}>0$.

Practically, we set
$\tau_{1}=\min \left(0.99, \frac{10^{-7} \cdot \min _{i=1, p}\left(\tilde{S}^{(0)} \tilde{W}^{(0)} \boldsymbol{e}_{p}\right)}{0.5 \cdot\left(\frac{\tilde{\boldsymbol{s}}^{(0) t} \tilde{\boldsymbol{w}}^{(0)}}{p}\right)}\right) ; \tau_{2}=10^{-7} \cdot \frac{\tilde{\boldsymbol{s}}^{(0)^{t}} \tilde{\boldsymbol{w}}^{(0)}}{\left\|\boldsymbol{H}_{1}\left(\boldsymbol{v}^{(0)}\right)\right\|}$
3. sufficient decrease in the merit function $\|\boldsymbol{H}(\boldsymbol{v})\|^{2}$ : it can be obtained by implementing the Armijo backtracking procedure as in [21] or the one in [14]

- Set $\beta \in(0,1), \theta \in(0,1), \alpha=\alpha_{k}{ }^{(2)}$;
- while $\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}+\alpha \Delta \boldsymbol{v}^{(k)}\right)\right\|>\left(1-\beta \alpha\left(1-\left(\sigma_{k}+\delta_{k}\right)\right)\right)\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\|$
$\alpha \leftarrow \theta \alpha$
endwhile

We observe that the first centrality condition, $\varphi(\alpha) \geq 0$, keeps the iterates $\boldsymbol{v}^{(k)}(\alpha)=\boldsymbol{v}^{(k)}+\alpha \Delta \boldsymbol{v}^{(k)}$ far from the boundary of the region defined by the bound constraints, while the second, $\psi(\alpha) \geq 0$, forces the sequence $\left\{\tilde{\boldsymbol{s}}^{(k)^{t}} \tilde{\boldsymbol{w}}^{(k)}\right\}$ to converge to zero slower than the sequence $\left\{\left\|\boldsymbol{H}_{1}\left(\boldsymbol{v}^{(k)}\right)\right\|\right\}$.
If the backtracking procedure terminates after $\bar{t}$ steps, we denote as $\alpha_{k}$ the last value $\alpha$ in the backtracking rule, i.e. $\alpha_{k}=\theta^{\bar{t}} \alpha_{k}^{(2)}$.
Let us consider the following:
P1. Suppose that $\alpha_{k}^{(1)}$ is bounded below by a scalar greater than zero, say $\alpha^{(1)}$, and that also $\alpha_{k}^{(2)}$ is bounded below by a scalar greater than zero, say $\tilde{\alpha}$. Thus, we denote $\alpha^{(2)}=\min \left\{\alpha^{(1)}, \tilde{\alpha}\right\}>0$.
P2. Suppose that the backtracking rule terminates after a finite number of steps, then $\alpha_{k}$ is bounded below by a positive scalar, say $\breve{\alpha}>0$.
We have the following result.
If P1 and P2 hold (see subsection 5.2), and denoting $\bar{\alpha}=\min \left\{\alpha^{(2)}, \breve{\alpha}\right\}>0$, then $\alpha_{k} \geq \bar{\alpha}>0$ and the vector $\alpha_{k} \Delta \boldsymbol{v}^{(k)}$ satisfies the norm condition of the inexact Newton method:

$$
\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}+\alpha_{k} \Delta \boldsymbol{v}^{(k)}\right)\right\| \leq \xi_{k}\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\|
$$

with $0<\xi_{k} \leq \bar{\xi}<1$ and $\bar{\xi}=\left(1-\beta \bar{\alpha}\left(1-\left(\sigma_{\max }+\delta_{\max }\right)\right)\right)<1$.
Moreover, from (8), (11) and (12), it is easy to prove that the vector $\alpha_{k} \Delta \boldsymbol{v}^{(k)}$, $k \geq 0$, also satisfies the residual condition of the inexact Newton method (9) with the forcing term $\eta_{k}=1-\alpha_{k}\left(1-\left(\sigma_{k}+\delta_{k}\right)\right) \leq 1-\bar{\alpha}\left(1-\left(\sigma_{\max }+\delta_{\max }\right)\right) \equiv \bar{\eta}<1$.

In subsection 5.2, we report the convergence results for the Newton line-search interior point method described in Section 3 (see [6]). They are based on convergence results of inexact Newton methods.
Furthermore, in the context of the nonmonotone inexact Newton method ([5]), choices for $\alpha_{k}$ can be used in the interior point scheme, that allow a nonmonotone behavior of the merit function.
Indeed, let $\boldsymbol{v}^{(\ell(k))}$ be the element of the nonmonotone interior point sequence $\left\{\boldsymbol{v}^{k}\right\}$ such that

$$
\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(\ell(k))}\right)\right\| \equiv \max _{0 \leq j \leq \min (M, k)}\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k-j)}\right)\right\|
$$

where $k-\min (M, k) \leq \ell(k) \leq k$. Here $M \in \mathbb{N}$ is called memory or degree of nonmonotonicity.
If we choose the parameter $\mu_{k}$ in the larger interval with respect to the one in

$$
\begin{equation*}
\mu_{k} \in\left[\frac{\tilde{\boldsymbol{s}}^{(k)^{t}} \tilde{\boldsymbol{w}}^{(k)}}{p}, \frac{\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(\ell(k))}\right)\right\|}{\sqrt{p}}\right] \tag{10}
\end{equation*}
$$

then the direction $\Delta \boldsymbol{v}^{(k)}$, computed by approximately solving the system (7), satisfies the condition

$$
\left\|H^{\prime}\left(\boldsymbol{v}^{(k)}\right) \Delta \boldsymbol{v}^{(k)}+\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\| \leq\left(\sigma_{k}+\delta_{k}\right)\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(\ell(k))}\right)\right\|
$$

and this direction is a nonmonotone inexact Newton step with a forcing term equal to $\delta_{k}+\sigma_{k}$. A nonmonotone backtracking rule is also introduced

$$
\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}+\alpha_{k} \Delta \boldsymbol{v}^{(k)}\right)\right\| \leq\left(1-\alpha_{k} \beta\left(1-\left(\delta_{k}+\sigma_{k}\right)\right)\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(\ell(k))}\right)\right\|\right.
$$

We observe that the nonmonotone choices involve three crucial issues: the perturbation parameter, the inner adaptive stopping criterion and the backtracking rule. The first two choices influence the direction itself, while a less restrictive backtracking rule allows larger stepsizes than in the monotone case to be retained.
Convergence properties and numerical experiences of this nonmonotone interior point method are investigated in [5].

## 4 Iterative solvers for interior point iteration

We focus our attention on the solution of the linear system (7) that, by omitting the iteration index $k$, can be written as

$$
\begin{cases}Q \Delta \boldsymbol{x}-\nabla \boldsymbol{g}_{1}(\boldsymbol{x}) \Delta \boldsymbol{\lambda}_{1}-\nabla \boldsymbol{g}_{2}(\boldsymbol{x}) \Delta \boldsymbol{\lambda}_{2}-P_{l}^{t} \Delta \boldsymbol{\lambda}_{l}+P_{u}^{t} \Delta \boldsymbol{\lambda}_{u} & =-\boldsymbol{\alpha} \\ -\nabla \boldsymbol{g}_{1}(\boldsymbol{x})^{t} \Delta \boldsymbol{x} & =-\boldsymbol{\varepsilon} \\ -\nabla \boldsymbol{g}_{2}(\boldsymbol{x})^{t} \Delta \boldsymbol{x}+\Delta \boldsymbol{s} & =-\boldsymbol{\beta} \\ -P_{l} \Delta \boldsymbol{x}+\Delta \boldsymbol{r}_{l} & =-\boldsymbol{\gamma} \\ +P_{u} \Delta \boldsymbol{x}+\Delta \boldsymbol{r}_{u} & =-\boldsymbol{\delta} \\ S \Delta \boldsymbol{\lambda}_{2}+\Lambda_{2} \Delta \boldsymbol{s} & =-\boldsymbol{\theta}+\rho \boldsymbol{e}_{m} \\ R_{l} \Delta \boldsymbol{\lambda}_{l}+\Lambda_{l} \Delta \boldsymbol{r}_{l} & =-\boldsymbol{\zeta}+\rho \boldsymbol{e}_{n l} \\ R_{u} \Delta \boldsymbol{\lambda}_{u}+\Lambda_{u} \Delta \boldsymbol{r}_{u} & =-\boldsymbol{\eta}+\rho \boldsymbol{e}_{n u}\end{cases}
$$

From the complementarity equations we can deduce

$$
\Delta \tilde{\boldsymbol{s}}=\left(\begin{array}{c}
\Delta \boldsymbol{r}_{l} \\
\Delta \boldsymbol{r}_{u} \\
\Delta \boldsymbol{s}
\end{array}\right)=\left(\begin{array}{c}
\Lambda_{l}^{-1}\left[-R_{l} \Delta \boldsymbol{\lambda}_{l}-\boldsymbol{\zeta}+\rho \boldsymbol{e}_{n l}\right] \\
\Lambda_{u}^{-1}\left[-R_{u} \Delta \boldsymbol{\lambda}_{u}-\boldsymbol{\eta}+\rho \boldsymbol{e}_{n u}\right] \\
\Lambda_{2}^{-1}\left[-S \Delta \boldsymbol{\lambda}_{2}-\boldsymbol{\theta}+\rho \boldsymbol{e}_{m}\right]
\end{array}\right)
$$

and then

$$
\Delta \tilde{\boldsymbol{w}}=\left(\begin{array}{c}
\Delta \boldsymbol{\lambda}_{l} \\
\Delta \boldsymbol{\lambda}_{u} \\
\Delta \boldsymbol{\lambda}_{2}
\end{array}\right)=\left(\begin{array}{c}
R_{l}^{-1}\left[-\Lambda_{l} P_{l} \Delta \boldsymbol{x}+\Lambda_{l} \boldsymbol{\gamma}-\boldsymbol{\zeta}+\rho \boldsymbol{e}_{n l}\right] \\
R_{u}^{-1}\left[\Lambda_{u} P_{u} \Delta \boldsymbol{x}+\Lambda_{u} \boldsymbol{\delta}-\boldsymbol{\eta}+\rho \boldsymbol{e}_{n u}\right] \\
S^{-1}\left[-\Lambda_{2} \nabla \boldsymbol{g}_{2}(\boldsymbol{x})^{t} \Delta \boldsymbol{x}+\Lambda_{2} \boldsymbol{\beta}-\boldsymbol{\theta}+\rho \boldsymbol{e}_{m}\right]
\end{array}\right)
$$

where $\Delta \boldsymbol{x}$ and $\Delta \boldsymbol{\lambda}_{1}$ are the solutions of the system in a condensed form

$$
\left(\begin{array}{cc}
A & B  \tag{17}\\
B^{t} & 0
\end{array}\right)\binom{\Delta \boldsymbol{x}}{\Delta \boldsymbol{\lambda}_{1}}=\binom{\boldsymbol{c}}{\boldsymbol{q}}
$$

with

$$
\begin{aligned}
A= & Q+\nabla \boldsymbol{g}_{2}(\boldsymbol{x}) S^{-1} \Lambda_{2} \nabla \boldsymbol{g}_{2}(\boldsymbol{x})^{t}+P_{l}^{t} R_{l}^{-1} \Lambda_{l} P_{l}+P_{u}^{t} R_{u}^{-1} \Lambda_{u} P_{u} \\
B= & -\nabla \boldsymbol{g}_{1}(\boldsymbol{x}) \\
\boldsymbol{c}= & -\boldsymbol{\alpha}-\nabla \boldsymbol{g}_{2}(\boldsymbol{x}) S^{-1}\left[\Lambda_{2} \boldsymbol{g}_{2}(\boldsymbol{x})+\rho \boldsymbol{e}_{m}\right]-P_{l}^{t} R_{l}^{-1}\left[\Lambda_{l}\left(P_{l} \boldsymbol{x}-\boldsymbol{l}\right)-\rho \boldsymbol{e}_{n l}\right]- \\
& -P_{u}^{t} R_{u}^{-1}\left[\Lambda_{u}\left(P_{u} \boldsymbol{x}-\boldsymbol{u}\right)+\rho \boldsymbol{e}_{n u}\right] \\
\boldsymbol{q}= & -\boldsymbol{\varepsilon}
\end{aligned}
$$

The system (17) is symmetric and indefinite and can be solved by sparse BunchParlett triangular factorization ([8]), that combines dynamic reordering for the sparsity preserving and pivoting technique for numerical stability (such as the algorithm implemented in the MA27 routine of HSL Library ([31])) or by considering an inertia-controlling factorization ([23]).
For systems arising from large scale nonlinear programming problems, the use of direct methods can be very expensive and memory consuming. Then, in the framework of direct methods, different approaches have been devised to avoid the use of direct solvers. Some interior point schemes reduce (by elimination techniques like the one above) the symmetric system (7) into a quasidefinite form $^{3}$ ([53]), that allows a Cholesky-like factorization. This factorization is more convenient since it avoids the use of pivoting techniques (for the numerical stability, see [28]). Furthermore, it enables an a priori determination of a sparsity preserving reordering of the coefficient matrix (taking only its structure into account) and the symbolic Cholesky factor. Then, at each iteration, only the computation of the Cholesky factor has to be performed, saving a lot of CPU time. The reduction of a coefficient matrix into a quasidefinite form can be obtained by a regularization technique, consisting of adding a convenient diagonal matrix $\tilde{D}$ (e.g. see [54], [51], [2]) to this matrix. In [2] the matrix $\tilde{D}$ can be dynamically determined throughout the computation of the Cholesky factor: when a critical pivot is reached, this is perturbed by a small quantity with a convenient sign. This also prevents numerical instability.
This regularization approach requires the implementation of additional recovery procedures involving several factorizations; for example to determine a perturbation that is as small as possible ([54]) or to implement an iterative refinement if the computed solution of the perturbed system is not satisfactory ([2]).
A different approach that avoids perturbations of the matrices of the subproblems is the use of iterative inner solvers for (17), that exploit the sparsity of the involved matrices, and approximately solve the inner subproblems avoiding unnecessary inner iterations when we are far from the solution (i.e. at the initial outer iterations).
As seen in the previous section, the Newton line-search interior point method (13) combined with an inner iterative solver can be viewed as an inexact Newton method and we can deduce a suitable adaptive stopping rule for the inner solver that assures the global convergence and local superlinear convergence of the whole outer-inner scheme ([6], [19]).
We remark that, when the solution $\Delta \boldsymbol{v}^{(k)}$ is computed by approximately solving the perturbed Newton equation (7) rewritten in the condensed form (17), the further perturbation that the inner solver introduces on the residual (11), only appears in the first two block-rows. That is, if we partition the residual $\boldsymbol{r}^{(k)}$

[^3]commensurately as $\boldsymbol{v}^{(k)}$, we have
\[

\boldsymbol{r}^{(k)}=\left($$
\begin{array}{c}
\boldsymbol{r}_{1}^{(k)}  \tag{18}\\
\boldsymbol{r}_{2}^{(k)} \\
0 \\
0
\end{array}
$$\right) ; \quad\binom{\boldsymbol{r}_{1}^{(k)}}{\boldsymbol{r}_{2}^{(k)}}=\left($$
\begin{array}{cc}
A & B \\
B^{t} & 0
\end{array}
$$\right)\binom{\Delta \boldsymbol{x}}{\Delta \boldsymbol{\lambda}_{1}}+\binom{\boldsymbol{c}}{\boldsymbol{q}}
\]

Here, remember that $A, B, \boldsymbol{c}, \boldsymbol{q}, \Delta \boldsymbol{x}$ and $\Delta \boldsymbol{\lambda}_{1}$ are dependent on the outer iteration $k$.
In the following two subsections, we consider two different iterative methods and discuss their implementation in the interior point scheme.

### 4.1 The method of multipliers

Suppose that the matrices $A$ and $B$ of the system (17) satisfy the following conditions:

- $B^{t}$ is a full row rank matrix;
- $A$ is symmetric and positive definite on the null space of $B^{t}: \mathcal{N}\left(B^{t}\right)=$ $\left\{\boldsymbol{x} \in \mathbb{R}^{n}: B^{t} \boldsymbol{x}=0\right\}$.

These conditions assure that the matrix

$$
M=\left(\begin{array}{cc}
A & B  \tag{19}\\
B^{t} & 0
\end{array}\right)
$$

is nonsingular ([37, p. 424]). We note that these assumptions are the standard assumptions for the local sequential quadratic programming (SQP) method ([47, p. 531])

The system (17) can be viewed as the Lagrange necessary conditions for the minimum point of the following quadratic problem

$$
\begin{array}{ll}
\min & \frac{1}{2} \Delta \boldsymbol{x}^{t} A \Delta \boldsymbol{x}-\boldsymbol{c}^{t} \Delta \boldsymbol{x} \\
& B^{t} \Delta \boldsymbol{x}-\boldsymbol{q}=0
\end{array}
$$

This quadratic problem can be solved efficiently using the method of multipliers 4.

Starting from $\Delta \boldsymbol{\lambda}_{1}^{(0)}=0$ and $\Delta \boldsymbol{x}^{(0)}=0$, the method consists of updating the dual variable from the rule

$$
\begin{equation*}
\Delta \boldsymbol{\lambda}_{1}^{(\nu+1)}=\Delta \boldsymbol{\lambda}_{1}^{(\nu)}+\chi\left(B^{t} \Delta \boldsymbol{x}^{(\nu)}-\boldsymbol{q}\right) \tag{20}
\end{equation*}
$$

[^4]where $\chi$ is a positive parameter (penalty parameter) and $\Delta \boldsymbol{x}^{(\nu)}$ minimises the augmented Lagrangian function of the quadratic problem
$$
\mathcal{L}_{\chi}\left(\Delta \boldsymbol{x}, \Delta \boldsymbol{\lambda}_{1}^{(\nu)}\right)=\frac{1}{2} \Delta \boldsymbol{x}^{t} A \Delta \boldsymbol{x}-\Delta \boldsymbol{x}^{t} \boldsymbol{c}+\Delta \boldsymbol{\lambda}_{1}^{(\nu)^{t}}\left(B^{t} \Delta \boldsymbol{x}-\boldsymbol{q}\right)+\frac{\chi}{2}\left(B^{t} \Delta \boldsymbol{x}-\boldsymbol{q}\right)^{t}\left(B^{t} \Delta \boldsymbol{x}-\boldsymbol{q}\right)
$$

This means that $\Delta \boldsymbol{x}^{(\nu)}$ is the solution of the linear system of order $n$

$$
\begin{equation*}
\left(A+\chi B B^{t}\right) \boldsymbol{\Delta} \boldsymbol{x}=-B \Delta \boldsymbol{\lambda}_{1}^{(\nu)}+\boldsymbol{c}+\chi B \boldsymbol{q} \tag{21}
\end{equation*}
$$

We remark that if we premultiply the augmented system (17) for an appropriate matrix, we have

$$
\left(\begin{array}{cc}
I & \chi B \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
A & B \\
B^{T} & 0
\end{array}\right)\binom{\Delta \boldsymbol{x}}{\Delta \boldsymbol{\lambda}_{1}}=\left(\begin{array}{cc}
I & \chi B \\
0 & I
\end{array}\right)\binom{\boldsymbol{c}}{\boldsymbol{q}}
$$

then, changing the sign to the last block-row, we have

$$
\left(\begin{array}{cc}
A+\chi B B^{T} & B \\
-B^{T} & 0
\end{array}\right)\binom{\Delta \boldsymbol{x}}{\Delta \boldsymbol{\lambda}_{1}}=\binom{\boldsymbol{c}+\chi B \boldsymbol{q}}{-\boldsymbol{q}}
$$

If we split the coefficient matrix of this last system into:

$$
\left(\begin{array}{cc}
A+\chi B B^{T} & B \\
-B^{T} & 0
\end{array}\right)=D-L-U
$$

with

$$
D=\left(\begin{array}{cc}
A+\chi B B^{T} & 0 \\
0 & \frac{1}{\chi} I
\end{array}\right) ; \quad L=\left(\begin{array}{cc}
0 & 0 \\
B^{T} & 0
\end{array}\right) ; \quad U=\left(\begin{array}{cc}
0 & -B \\
0 & \frac{1}{\chi} I
\end{array}\right)
$$

and apply the Gauss-Seidel method (SOR-like method in [30] with $\omega=1$, see also [35]), we obtain the two iterations of the method of multipliers (20)-(21) (see also [29]).
Moreover, we note that, since $B^{t}$ has full row-rank, the null space of $B B^{t}$ is equal to the null space of $B^{t}$ and therefore the matrix $A$ is positive definite on the null space of $B B^{t}$.
Then, from the theorem in ([37, p. 408]), there exists a positive parameter $\chi^{*}$ such that for all $\chi>\chi^{*}$, the matrix $A+\chi B B^{t}$ is positive definite.

This last result enables us to solve the system (21) by applying a Cholesky factorization.
Even though we do not have an analytical way of determining the parameter $\chi$, we observe that, for any $\boldsymbol{x} \neq 0$, we must have $\boldsymbol{x}^{t}\left(A+\chi B B^{t}\right) \boldsymbol{x}>0$. When $B^{t} \boldsymbol{x}=0$, we have $\boldsymbol{x}^{t} A \boldsymbol{x}>0$.
If $B^{t} \boldsymbol{x} \neq 0, \boldsymbol{x}^{t} B B^{t} \boldsymbol{x}>0$. Then, it follows that

$$
\chi>\max \left(0, \max _{\boldsymbol{x} \notin \mathcal{N}\left(B^{t}\right)} \frac{-\boldsymbol{x}^{t} A \boldsymbol{x}}{\boldsymbol{x}^{t} B B^{t} \boldsymbol{x}}\right)
$$

Since $\|A\| \geq\left(-\boldsymbol{x}^{t} A \boldsymbol{x}\right) /\left(\boldsymbol{x}^{t} \boldsymbol{x}\right)$ for any natural norm and also for the Frobenius norm $\|\cdot\|_{F}$, and $\boldsymbol{x}^{t} B B^{t} \boldsymbol{x} /\left(\boldsymbol{x}^{t} \boldsymbol{x}\right) \geq \tau_{\text {min }}$, where $\tau_{\min }$ is the minimum nonzero eigenvalue of $B B^{t}$ or of $B^{t} B$, we can choose $\chi$ as the following value:

$$
\chi=\frac{\|A\|_{F}}{t_{\mathrm{min}}}
$$

where $t_{\min }$ is the minimum between 1 and the smallest positive diagonal element of $B^{t} B$. Although $t_{\min } \geq \tau_{\min }, t_{\min }$ is an approximation of $\tau_{\min }([26])$.
As pointed out in [29], this tentative value may be a good choice, since it is fairly close to the minimum of the condition number of $A+\chi B B^{t}$ with respect to $\chi$.
Furthermore, in order to avoid the value of $\chi$ being too small (the matrix is not positive definite) or too large (too ill-conditioned system), it is convenient to use safeguards:

$$
\begin{equation*}
\chi=\min \left(\max \left(\chi_{\min }, \frac{\max \left\{\|A\|_{F}, 1\right\}}{t_{\min }}\right), \chi_{\max }\right) \tag{22}
\end{equation*}
$$

For the test problems considered in the section Numerical Experiments, $\chi_{\mathrm{min}}=$ $10^{7}$ and $\chi_{\max }=10^{8}$.
For an analysis of the conditioning of the system (21) and on the behaviour of the method of multipliers with a normalization matrix see $[26]$ and $[13, \S 6]$.
Let us consider the implementation details of the method, assuming that the matrices $Q$ and $B^{t}$ are stored in a column compressed format ([50]).

In the cases of the test problems in the numerical experiments section, the inequality constraints are box constraints, then the matrices $A$ and $Q$ have the same structure and differ only in the diagonal entries.
Thus, the method of multipliers requires:

- for any outer iteration, the computation of the matrix $T=A+\chi B B^{t}$ and its Cholesky factorization $T=L_{n} L_{n}^{t}$;
- for any inner iteration $\nu$, the sparse matrix-vector products $B\left(-\Delta \boldsymbol{\lambda}_{1}^{(\nu)}+\right.$ $\chi \boldsymbol{q})$ and $B^{t} \Delta \boldsymbol{x}^{(\nu)}$ and the solution of the triangular systems related to $L_{n}$ and $L_{n}^{t}$.

The computational complexity of any inner iteration is negligible with respect to the operations required at any outer iteration.
When $B B^{t}$ is sufficiently sparse, in order to save a lot of CPU time, before starting the outer scheme, we can perform a preprocessing procedure, executing the following steps:

- the formation of a data structure for storing the indices of the nonzero entries of the lower triangular part of $T$ : for any nonzero entry of $T$, in the same data structure we also store the pairs of indices of the elements of $B$ and $B^{t}$ that give a nonzero contribution in the scalar product forming
the entry; this task can be expensive since we have to investigate the $\mathcal{O}\left(n^{2} / 2\right)$ entries of the lower part of $T$ and for each $(i, j)$ entry, we have to identify the nonzero pairs among the neq pairs of elements of the $i$-th and $j$-th columns of $B^{T}$;
- the computation of the symbolic Cholesky factorization of the sparse symmetric and positive definite matrix $T$ by the Fortran package (version 0.3) of Ng and Peyton (included in the package LIPSOL, downloadable from www.caam.rice.edu/ ${ }^{\sim}$ zhang/lipsol); the multiple minimum degree reordering of Liu used to minimise the fill-ins in $L_{n}$ and the supernodal block factorization enables us to take advantage of the presence of the cache memory in modern computer architecture ([36]).
Thus, in the numerical results, the time for solving a nonlinear programming problem using the interior point scheme combined with the method of multipliers can be subdivided into two parts: the preprocessing time and the time for computing the solution. We observe that the preprocessing time is dependent on the strategy used to perform the matrix-matrix products needed in the method for computing $T$.
We denote IP-MM, the interior point method with the method of multipliers as inner iterative solver.


### 4.2 Preconditioned conjugate gradient method

Another approach for the solution of the symmetric and indefinite system (17) that occurs at each iteration of an interior point method, is the preconditioned conjugate gradient (PCG) method (see e.g. [4], [11], [16], [17], [27], [38], [39], [34]).
The PCG method, with the preconditioning matrix $\bar{M}$, for the solution of the system (17)

$$
M \boldsymbol{y}=\boldsymbol{b}
$$

where $M$ is given by (19), $\boldsymbol{y}=\left(\Delta \boldsymbol{x}^{t}, \Delta \boldsymbol{\lambda}_{1}^{t}\right)^{t}$ and $\boldsymbol{b}=\left(\boldsymbol{c}^{t}, \boldsymbol{q}^{t}\right)^{t}$ requires at any iteration the computation of the matrix-vector product $M \boldsymbol{p}$ and the solution of the linear system $\bar{M} \boldsymbol{d}=\hat{\boldsymbol{r}}([47, \mathrm{p} .118])$
The matrix-vector product $M \boldsymbol{p}$ does not require the explicit computation of the matrix $A$ of system (17); indeed, if we set the $n \times p$ matrix $C=\left(\nabla \boldsymbol{g}_{2}(\boldsymbol{x}), P_{l}^{t}, P_{u}^{t}\right)$, and the $p \times p$ diagonal matrices $\tilde{S}=\operatorname{diag}(\tilde{\boldsymbol{s}})$ and $\tilde{W}=\operatorname{diag}(\tilde{\boldsymbol{w}})$, respectively, then, the matrix $A$ becomes $A=Q+C \tilde{S}^{-1} \tilde{W} C^{t}$.
The computation of $\boldsymbol{t}=M \boldsymbol{p}$, where $\boldsymbol{p}=\left(\boldsymbol{p}_{1}^{t}, \boldsymbol{p}_{2}^{t}\right)^{t}, \boldsymbol{t}=\left(\boldsymbol{t}_{1}^{t}, \boldsymbol{t}_{2}^{t}\right)^{t}\left(\boldsymbol{p}_{1}, \boldsymbol{t}_{1} \in \mathbb{R}^{n}\right.$, $\boldsymbol{p}_{2}, \boldsymbol{t}_{2} \in \mathbb{R}^{n e q}$ ), can be carried out as

- $\boldsymbol{t}_{1} \leftarrow C^{t} \boldsymbol{p}_{1}$
- $\hat{\boldsymbol{t}} \leftarrow \tilde{S}^{-1} \tilde{W} \boldsymbol{t}_{1}$
- $\boldsymbol{t}_{1} \leftarrow C \hat{\boldsymbol{t}}$
- $\boldsymbol{t}_{1} \leftarrow \boldsymbol{t}_{1}+Q \boldsymbol{p}_{1}+B \boldsymbol{p}_{2}$

$$
\text { - } \boldsymbol{t}_{2} \leftarrow B^{t} \boldsymbol{p}_{1}
$$

Here $\hat{\boldsymbol{t}}$ is a temporary array of size $p$.
In this work, we consider the indefinite preconditioner introduced by Lukšan in [38]:

$$
\bar{M}=\left(\begin{array}{cc}
\bar{A} & B  \tag{23}\\
B^{t} & 0
\end{array}\right)=\left(\begin{array}{cc}
I & 0 \\
B^{t} \bar{A}^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
\bar{A} & 0 \\
0 & -B^{t} \bar{A}^{-1} B
\end{array}\right)\left(\begin{array}{cc}
I & \bar{A}^{-1} B \\
0 & I
\end{array}\right)
$$

where $\bar{A}$ is a positive diagonal approximation of $A$. We refer to [38] for the spectral properties of the conjugate gradient method with this preconditioner. The diagonal matrix $\bar{A}=\operatorname{diag}\left(\bar{a}_{i i}\right)$ is chosen as follows

$$
\bar{a}_{i i}=\left\{\begin{array}{ll}
a_{i i}=q_{i i}+\sum_{j=1}^{p} c_{i j}^{2} \tilde{w}_{j} / \tilde{s}_{j} & \text { if } a_{i i}>10^{-8}  \tag{24}\\
1.5 \cdot 10^{-8} & \text { otherwise }
\end{array} \quad i=1, \ldots, n\right.
$$

where $\tilde{w}_{j}$ and $\tilde{s}_{j}, j=1, \ldots, p$ are the components of the vectors $\tilde{\boldsymbol{w}}$ and $\tilde{\boldsymbol{s}}$ respectively, the coefficients $c_{i j}, i=1, \ldots, n, j=1, \ldots, p$, are the entries of the $n \times p$ matrix $C$ defined above and $q_{i i}, i=1, \ldots, n$, are the diagonal entries of the matrix $Q$.
The solution of the linear system

$$
\begin{equation*}
\bar{M} \boldsymbol{d}=\hat{\boldsymbol{r}} \tag{25}
\end{equation*}
$$

where $\bar{M}$ is given by $(23), \boldsymbol{d}=\left(\boldsymbol{d}_{1}^{t}, \boldsymbol{d}_{2}^{t}\right)^{t}$ and $\hat{\boldsymbol{r}}=\left(\hat{\boldsymbol{r}}_{1}^{t}, \hat{\boldsymbol{r}}_{2}^{t}\right)^{t},\left(\boldsymbol{d}_{1}, \hat{\boldsymbol{r}}_{1} \in \mathbb{R}^{n}\right.$, $\boldsymbol{d}_{2}, \hat{\boldsymbol{r}}_{2} \in \mathbb{R}^{n e q}$ ) can be carried out in two different ways.
The first method exploits the block structure of the matrix (23) while the second solves the system (25) directly by introducing a regularisation technique on the preconditioning matrix $\bar{M}$, in order to assure that it allows a Cholesky-like factorization.
The two different techniques used to compute the solution of system (25) produce different performances, especially for large scale problems.
In the first case, at the beginning of the PCG method, we compute the symmetric positive definite matrix $T=B^{t} \bar{A}^{-1} B$ and its Cholesky factorization $T=L_{n e q} L_{n e q}^{t} ;$ then, taking into account $\bar{M}^{-1}$ from (23), the solution of (25) can be determined by the following procedure

- $\boldsymbol{d}_{1} \leftarrow \bar{A}^{-1} \hat{\boldsymbol{r}}_{1}$
- $\boldsymbol{d}_{2} \leftarrow \hat{\boldsymbol{r}}_{2}-B^{t} \boldsymbol{d}_{1}$
- $\hat{\boldsymbol{t}} \leftarrow-L_{n e q}^{-1} \boldsymbol{d}_{2}$
- $\boldsymbol{d}_{2} \leftarrow L_{\text {neq }}^{-t} \hat{\boldsymbol{t}}$
- $\boldsymbol{d}_{1} \leftarrow \boldsymbol{d}_{1}-\bar{A}^{-1} B \boldsymbol{d}_{2}$

Here $\hat{\boldsymbol{t}}$ is a temporary array of size neq.
As in the implementation of the method of multipliers, when $B^{t} \bar{A}^{-1} B$ is sufficiently sparse, a preprocessing routine executes:

- the formation of a data structure for storing the information needed to compute the matrix $T$;
- the determination of the minimum degree reordering of $T$ and its symbolic Cholesky factor.

For this last part and to compute the elements of $L_{n e q}$, we use the Ng and Peyton package.
We observe that this approach can be more convenient with respect to the IP-MM method on two levels:

- at the preprocessing phase we have to compute the entries of the neq $\times n e q$ matrix $B^{t} \bar{A}^{-1} B$ instead of the ones of the $n \times n$ matrix $A+\chi B B^{t}$;
- at the solution phase, at any iterate of the inner solver, we have to solve positive definite linear systems with the coefficient matrix $B^{t} \bar{A}^{-1} B$ instead of $A+\chi B B^{t}$ and $n e q<n$.

Nevertheless, the formation of the data structure phase can be expensive since we have to investigate the $\mathcal{O}\left(n e q^{2} / 2\right)$ entries of the lower part of $T$ and for each $(i, j)$ entry, we have to identify the nonzero pairs among the $n$ pairs of elements of the $i-$ th and $j$-th columns of $B$.
We denote IP-PCG1, the interior point method with the preconditioned conjugate gradient as inner solver, with preconditioning matrix $\bar{M}$ as in (23), and the solution of the system (25) computed as described above.

The other method used to compute the solution of the system (25) uses the property that the matrix $\bar{M}$ can be factorized in a Cholesky-like form

$$
\begin{equation*}
L_{n+n e q} D L_{n+n e q}^{t}, \tag{26}
\end{equation*}
$$

where $L_{n+n e q}$ is a lower triangular matrix with diagonal entries equal to one and $D$ is a nonsingular diagonal matrix. In this way, the computation of the product $B^{t} \bar{A}^{-1} B$ can be avoided but the factorization applied to $\bar{M}$ can produce many fill-ins. Furthermore, the application of a minimum degree reordering to $\bar{M}$ does not ensure that the symmetrically permuted matrix $P \bar{M} P^{t}$ can be factorized in the Cholesky-like form.
Nevertheless, using the regularisation technique described in [2] for $\bar{M}$, we can compute the Cholesky-like factorization of a new matrix $\overline{\bar{M}}$ given by

$$
\overline{\bar{M}}=\bar{M}+\left(\begin{array}{cc}
R_{1} & 0 \\
0 & -R_{2}
\end{array}\right)
$$

where $R_{1}$ and $R_{2}$ are nonnegative diagonal matrices such that $P \overline{\bar{M}} P^{T}$ admits a factorization of the form (26). The computation of $R_{1}$ and $R_{2}$ can be dynamically obtained during the factorization procedure in order to reduce the perturbation. If a pivot $d_{i}$ is too small $\left(\left|d_{i}\right|<10^{-15} \max _{j<i}\left|d_{j}\right|\right)$, we put $d_{i}=\sqrt{e p s}$ if $1 \leq i \leq n$, or $d_{i}=-\sqrt{e p s}$ if $n+1 \leq i \leq n+n e q$, where eps is the machine precision.

This approach is used in [4] for linear and quadratic programming problems with equality and box constraints.
The Cholesky-like factorization of $\overline{\bar{M}}$ can be obtained by modifying the Ng and Peyton package that maintains the efficient use of the cache memory. This package, called BLKFCLT, introduced in [7], can be downloaded from the website dm.unife.it/blkfclt.
We denote IP-PCG2, the interior point method with the preconditioned conjugate gradient as the inner solver, with preconditioning matrix $\bar{M}$, as in (23), and the solution of the system (25) computed by the package BLKFCLT.

## 5 Analysis of the convergence

### 5.1 Formulation of the algorithm

In this subsection, we state the damped Newton interior point algorithm as described in the previous sections.
The algorithm can be formulated as follows:

- set $\boldsymbol{v}^{(0)}$ s.t. $\tilde{\boldsymbol{s}}^{(0)}>0$ and $\tilde{\boldsymbol{w}}^{(0)}>0$;
- set the backtracking parameters $\beta, \theta \in(0,1)$ and the centrality conditions parameters $\tau_{1}$ and $\tau_{2}$, as in (16) with $\gamma_{k}=\frac{1}{2}$; set the tolerance $\epsilon_{\text {exit }}>0$;
- for $k=0,1, \ldots$ until the stopping rule is satisfied:
$-\operatorname{set} \mu_{k} \in\left[\mu_{k}^{(1)}, \mu_{k}^{(2)}\right], \delta_{k} \in[0,1) ; \sigma_{k}>\delta_{k}\left(1+\frac{1}{2} \tau_{2}\right)$ with $\sigma_{k}+\delta_{k}<1 ;$
- compute the solution $\Delta \boldsymbol{v}^{(k)}$ by solving the system (17) with a direct or an iterative process. In this last case, the stopping rule satisfies the condition (12), that is:

$$
\|\boldsymbol{r}\| \leq \max \left(5 \epsilon_{\text {exit }}, \delta_{k}\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\|\right)
$$

where $\boldsymbol{r}$ is the inner current residual and is computed as in (18);

- find $\alpha$ such that $\tilde{\boldsymbol{s}}=\tilde{\boldsymbol{s}}^{(k)}+\alpha \Delta \tilde{\boldsymbol{s}}^{(k)}>0$ and $\tilde{\boldsymbol{w}}=\tilde{\boldsymbol{w}}^{(k)}+\alpha \Delta \tilde{\boldsymbol{w}}^{(k)}>0$ (feasibility conditions), i.e. $(\hat{\theta}<1)$ :

$$
\begin{equation*}
\alpha \equiv \alpha_{k}^{(1)}=\min \left(\min \left(\min _{\Delta \tilde{s}_{i}^{(k)}<0} \frac{-\tilde{s}_{i}^{(k)}}{\Delta \tilde{s}_{i}^{(k)}}, \min _{\Delta \tilde{w}_{i}^{(k)}<0} \frac{-\tilde{w}_{i}^{(k)}}{\Delta \tilde{w}_{i}^{(k)}}\right) \hat{\theta}, 1\right) \tag{27}
\end{equation*}
$$

- if necessary reduce the parameter $\alpha_{k}^{(1)}$, by multiplying by a positive factor $\breve{\theta}<1$, until the centrality conditions (14)-(15) are satisfied ${ }^{5}$.
Denote $\alpha_{k}^{(2)}$ the obtained value;

[^5]- apply the backtracking procedure [14]:

$$
\text { set } \alpha=\alpha_{k}^{(2)} ;
$$

while $\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}+\alpha \Delta \boldsymbol{v}^{(k)}\right)\right\|>\left(1-\beta \alpha\left(1-\left(\sigma_{k}+\delta_{k}\right)\right)\right)\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\|$ $\alpha \leftarrow \theta \alpha$
endwhile
Denote $\alpha_{k}$ the value of $\alpha$ at the final backtracking step;

$$
-\boldsymbol{v}^{(k+1)}=\boldsymbol{v}^{(k)}+\alpha_{k} \Delta \boldsymbol{v}^{(k)}
$$

Here, the outer iterations stop when the outer residual $\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\|$ satisfies

$$
\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\| \leq \epsilon_{\text {exit }}
$$

### 5.2 Convergence of the inexact Newton method for Karush-Kuhn-Tucker systems

The analysis of the convergence of the damped Newton interior point algorithm as described above, can be developed as an analysis of the convergence of the inexact Newton method for solving Karush-Kuhn-Tucker systems.
Given $\epsilon \geq 0$, we define

$$
\begin{align*}
\Omega(\epsilon)= & \left\{\boldsymbol{v}: 0 \leq \epsilon \leq\|\boldsymbol{H}(\boldsymbol{v})\|^{2} \leq\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(0)}\right)\right\|^{2},\right. \text { s. t. } \\
& \min _{i=1, p}\left(\tilde{S} \tilde{W} \boldsymbol{e}_{p}\right) \geq \frac{\tau_{1}}{2}\left(\frac{\tilde{\boldsymbol{s}}^{t} \tilde{\boldsymbol{w}}}{p}\right) \\
& \left.\tilde{\boldsymbol{s}}^{t} \tilde{\boldsymbol{w}} \geq \frac{\tau_{2}}{2}\left\|\boldsymbol{H}_{1}(\boldsymbol{v})\right\|\right\} \tag{28}
\end{align*}
$$

Let us assume that the following conditions hold [18] (see also [21] and [14]):
C1 in $\Omega(0), f(\boldsymbol{x}), \boldsymbol{g}_{1}(\boldsymbol{x}), \boldsymbol{g}_{2}(\boldsymbol{x})$ are twice continuously differentiable; the gradients of the equality constraints are linearly independent and $H_{1}^{\prime}(\boldsymbol{v})$ is Lipschitz continuous;

C 2 the sequences $\left\{\boldsymbol{x}^{(k)}\right\}$ and $\left\{\tilde{\boldsymbol{w}}^{(k)}\right\}$ are bounded;
C 3 for any $\Omega_{\tilde{\boldsymbol{s}}}$, the matrix $H^{\prime}(\boldsymbol{v})$ is nonsingular. The set $\Omega_{\tilde{\boldsymbol{s}}}$ is a compact subset of $\Omega(0)$ where $\tilde{s}$ is bounded away from zero.

The condition C3 is equivalent to the condition that the matrix $M$ of (19) is nonsingular for any $\Omega_{\tilde{s}}$.
In general, in the literature, the condition C3 is replaced by a sufficient condition to ensure that C3 holds.
otherwise, if $\Delta \boldsymbol{v}^{(k)}$ does not bring the new iterate out of the feasible region, we set

$$
\hat{\theta}=\max \left(0.8,1-100\left(\tilde{\boldsymbol{s}}^{(k)^{t}} \tilde{\boldsymbol{w}}^{(k)}\right)\right)
$$

Furthermore, we set $\breve{\theta}=0.5$.

For example, a sufficient condition is to require that, for any $\Omega_{\tilde{s}}$, the matrix $A$ is symmetric and positive definite on the null space of $B^{t}$ and $B^{t}$ is a full row rank matrix. Another sufficient condition is to require that, for any $\Omega_{\tilde{s}}$, the matrices $A$ and $B^{t} A^{-1} B$ are nonsingular.
The boundedness of the sequence $\left\{\boldsymbol{x}^{(k)}\right\}$ can be ensured by enforcing box constraints $-l_{i} \leq x_{i}^{(k)} \leq l_{i}$ for a sufficiently large $l_{i}>0, i=1, \ldots, n$.
The proof of the global convergence of the sequence $\left\{\boldsymbol{v}^{(k)}\right\}$ generated by the damped Newton interior point method consists of showing the following: given any $\epsilon>0$, as long as the iteration sequence $\left\{\boldsymbol{v}^{(k)}\right\}$ satisfies

$$
\left\{\boldsymbol{v}^{(k)}\right\} \subset \Omega(\epsilon), \epsilon>0
$$

then, the step sequence $\left\{\Delta \boldsymbol{v}^{(k)}\right\}$ and the steplength sequence $\left\{\alpha_{k}\right\}$ are uniformly bounded above and away from zero, respectively. Following the convergence theory of the inexact Newton methods, we obtain the convergence of the algorithm. For the sequence $\left\{\boldsymbol{v}^{(k)}\right\}$ generated by the damped Newton interior point algorithm, the following statements hold ([21], [6]):
(a) $\Omega(\epsilon), \epsilon \geq 0$, is a closed set;
(b) the sequence $\left\{\boldsymbol{v}^{(k)}\right\} \subset \Omega(0) ;$
(c) when $\left\{\boldsymbol{v}^{(k)}\right\} \subset \Omega(\epsilon)$ with $\epsilon>0$, the sequences $\left\{\tilde{\boldsymbol{s}}^{(k)^{t}} \tilde{\boldsymbol{w}}^{(k)}\right\}$ and $\left\{\tilde{s}_{i}^{(k)} \tilde{w}_{i}^{(k)}\right\}$, $i=1, \ldots p$, are bounded above and below away from zero;
(d) when $\left\{\boldsymbol{v}^{(k)}\right\} \subset \Omega(\epsilon)$, with $\epsilon>0$, then $\left\{\boldsymbol{v}^{(k)}\right\}$ is bounded above and the sequences $\left\{\tilde{s}_{i}^{(k)}\right\}$ and $\left\{\tilde{w}_{i}^{(k)}\right\}$ are bounded away from zero;
(e) when $\left\{\boldsymbol{v}^{(k)}\right\} \subset \Omega(\epsilon)$, with $\epsilon>0$, the sequence of matrices $\left\{H^{\prime}\left(\boldsymbol{v}^{(k)}\right)^{-1}\right\}$ is bounded and, since $\sigma_{k}+\delta_{k}<1$, the sequence of search steps $\left\{\Delta \boldsymbol{v}^{(k)}\right\}$ is bounded.

For the proofs of (a), (b), (c), see [21]; for (d), (e) see the proof of Theorem 2 in [6].
Hence, as a consequence, we will see that the damping parameter is uniformly bounded away from zero.
Since the final value of the damping parameter is obtained after satisfaction of the feasibility, path-following conditions and backtracking reduction, we separate the analysis into three steps.

1. (Feasibility) It is easy to see that $\alpha_{k}^{(1)}$ in (27) is bounded away from zero, i.e. $\alpha_{k}^{(1)} \geq \alpha^{(1)}>0$, since, for any iteration $k, \tilde{s}_{i}^{(k)}$ and $\tilde{w}_{i}^{(k)}$ are bounded away from zero and $\Delta \tilde{s}_{i}^{(k)}$ and $\Delta \tilde{w}_{i}^{(k)}$ are bounded above, for $i=1, \ldots, p$.
2. (Path-following) When the sequence of the damped Newton interior point method $\left\{\boldsymbol{v}^{(k)}\right\} \subset \Omega(\epsilon), \epsilon>0$, since $\sigma_{k} \in\left[\sigma_{\min }, \sigma_{\max }\right] \subset(0,1)$ and $\delta_{k} \in$ $\left[0, \delta_{\max }\right] \subset[0,1)$, and

$$
\begin{equation*}
\sigma_{k}>\delta_{k}\left(1+\gamma_{k} \tau_{2}\right) \tag{29}
\end{equation*}
$$

then

- if $\psi^{(k)}(0) \geq 0$, there exists a positive number $\check{\alpha}_{k}^{(2)}>0$, such that $\psi^{(k)}(\alpha) \geq 0$ for all $\alpha \in\left(0, \check{\alpha}_{k}^{(2)}\right] ;$
- if $\varphi^{(k)}(0) \geq 0$, there exists a positive number $\hat{\alpha}_{k}^{(2)}>0$, such that $\varphi^{(k)}(\alpha) \geq 0$ for all $\alpha \in\left(0, \hat{\alpha}_{k}^{(2)}\right]$.

For the proof, see the one in Theorem 3 in [6], which runs like that of Lemma 6.3 in [21].
Thus we have

$$
\min \left\{\hat{\alpha}_{k}^{(2)}, \check{\alpha}_{k}^{(2)}, 1\right\} \in(0,1] \geq \tilde{\alpha}>0
$$

Then, $\alpha_{k}^{(2)} \geq \alpha^{(2)}=\min \left\{\alpha^{(1)}, \tilde{\alpha}\right\}>0$.
In [6, Prop. 1] it is proved that the strict feasibility of the initial vectors $\tilde{\boldsymbol{s}}^{(0)}>0$ and $\tilde{\boldsymbol{w}}^{(0)}>0$ is sufficient to guarantee the nonnegativity of the centrality functions $\varphi(\alpha)$ and $\psi(\alpha)$ at each iterate $k$.
3. (Backtracking) As shown in [6, Theor. 4], under the conditions C1, C2 and C3, as long as the iteration sequence $\left\{\boldsymbol{v}^{(k)}\right\} \subset \Omega(\epsilon), \epsilon>0$, the while loop of the backtracking procedure of the damped Newton interior point algorithm, terminates in a finite number of steps (see also [20, Lemma 5.1]).

Thus, by P1 and P2, the damping parameter $\alpha_{k}$ is bounded below away from zero and the damped Newton interior point step $\alpha_{k} \Delta \boldsymbol{v}^{(k)}$ satisfies the norm and residual conditions of the inexact Newton method.
Hence, here we report the convergence theorem for the damped Newton interior point method, based on the fundamental convergence theorem of the inexact Newton method ([49, Theor. 6.7]).
Theorem. Suppose that the assumptions C1, C2 and C3 hold. Suppose that $\sigma_{k} \in\left[\sigma_{\min }, \sigma_{\max }\right] \subset(0,1), \delta_{k} \in\left[0, \delta_{\max }\right] \subset[0,1), \sigma_{\max }+\delta_{\max }<1$ and $\sigma_{k}>$ $\delta_{k}\left(1+\gamma_{k} \tau_{2}\right)$. Then, the damped Newton interior point algorithm, with $\epsilon_{\text {exit }}=0$, generates a sequence $\left\{\boldsymbol{v}^{(k)}\right\}$ such that:
(i) the sequence $\left\{\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\|\right\}$ converges to zero and each limit point of the sequence $\left\{\boldsymbol{v}^{(k)}\right\}$ satisfies the Karush-Kuhn-Tucker conditions (3) for (1) and (2);
(ii) if the sequence $\left\{\boldsymbol{v}^{(k)}\right\}$ converges to $\boldsymbol{v}^{*}$ with $H^{\prime}\left(\boldsymbol{v}^{*}\right)$ nonsingular matrix, $\sigma_{k}=\mathcal{O}\left(\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\|^{\zeta}\right), 0<\zeta<1$, and $\delta_{k}=\mathcal{O}\left(\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\|\right)$, then there exists an index $\bar{k}$ such that $\alpha_{k}=1$ for $k \geq \bar{k}$. Thus, the damped Newton interior point method has a superlinear local convergence.

Proof. (i) The sequence $\left\{\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\|\right\}$ is monotone, nonincreasing and bounded. Hence, this sequence has a limit $H^{*} \in \mathbb{R}$. If $H^{*}=0$, we have the result. Suppose, by contradiction, that $H^{*}>0$. Then the sequence $\left\{\boldsymbol{v}^{(k)}\right\} \subset \Omega(\epsilon)$ with $\epsilon=\left(H^{*}\right)^{2}>0$. Since $\left\{\boldsymbol{v}^{(k)}\right\}$ is bounded above, then it possesses limit points (Bolzano-Weierstrass Theorem [1, p. 54]). Let $\boldsymbol{v}^{*}$ be one of these limit
points. Then, there is a subsequence of $\left\{\boldsymbol{v}^{(k)}\right\}$ that converges to $\boldsymbol{v}^{*}$. Denoting this converging subsequence from $\left\{\boldsymbol{v}^{\left(k_{i}\right)}\right\}$, we have that $\boldsymbol{v}^{\left(k_{i}\right)} \rightarrow \boldsymbol{v}^{*}$ as $k_{i} \rightarrow \infty$. Since $\boldsymbol{H}(\boldsymbol{v})$ is continuous, it follows that $\boldsymbol{H}\left(\boldsymbol{v}^{\left(k_{i}\right)}\right) \rightarrow \boldsymbol{H}\left(\boldsymbol{v}^{*}\right)$ and $\left\|\boldsymbol{H}\left(\boldsymbol{v}^{\left(k_{i}\right)}\right)\right\| \rightarrow$ $\left\|\boldsymbol{H}\left(\boldsymbol{v}^{*}\right)\right\|$. But $\left\|\boldsymbol{H}\left(\boldsymbol{v}^{\left(k_{i}\right)}\right)\right\| \rightarrow H^{*}$. Therefore, $\left\|\boldsymbol{H}\left(\boldsymbol{v}^{*}\right)\right\|=H^{*}$.
This implies that $\boldsymbol{v}^{*}$ belongs to $\Omega(\epsilon), \epsilon>0$; then, the matrix $H^{\prime}\left(\boldsymbol{v}^{*}\right)$ is invertible. Consequently from Theorem 6.7 in [49, p. 70] (see also Theorem 6.1 in [20]), we deduce that $\boldsymbol{H}\left(\boldsymbol{v}^{*}\right)=0$. This contradicts our assumptions that $H^{*}>0$. Hence, the sequence $\left\{\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\}$ must converge to zero.
Moreover, the limit point $\boldsymbol{v}^{*}$ satisfies $\boldsymbol{H}\left(\boldsymbol{v}^{*}\right)=0$ and $\left(\tilde{\boldsymbol{s}}^{*}, \tilde{\boldsymbol{w}}^{*}\right) \geq 0$, i.e., $\boldsymbol{v}^{*}$ satisfies the KKT conditions for the problem (1).
(ii) See part (c) of the proof in Theorem 5 in [6].

### 5.3 On the global convergence

In this subsection, we briefly make some remarks on cases of global convergence failure of the damped Newton interior point method. Obviously, when it happens, at least one of the sufficient conditions C1-C3 for the convergence is not satisfied.
We will check some small examples.
Let us consider, for instance, the example in [56] where it is stressed that algorithms which use the Newton direction could fail:

$$
\begin{aligned}
& \min x \\
& x^{2} \geq-a \\
& x \geq b
\end{aligned}
$$

As pointed out in [18, Example 3.1], when the initial point is taken as $x^{(0)}=-3$, $\tilde{\boldsymbol{w}}^{(0)}=\boldsymbol{e}_{2}(a=-1, b=1)$, the damped Newton interior point method generates a sequence which is not convergent to the optimal solution $x^{*}=1$. In this case, as observed in [18], the sufficient condition on the boundedness of the sequence of the inequality multipliers $\left\{\tilde{\boldsymbol{w}}^{(k)}\right\}$ is not satisfied.
Indeed, the values of $\tilde{\boldsymbol{w}}^{(k)}$ increase and the values of $\tilde{\boldsymbol{s}}^{(k)}$ become very small with respect to $\left(\tilde{\boldsymbol{s}}^{(k)^{t}} \tilde{\boldsymbol{w}}^{(k)}\right) / p$. This is a case where the sequence generated by the damped Newton interior point iteration tends towards a solution which does not belong to the feasible region.
On the other hand, if we start with $x^{(0)}=3, \tilde{\boldsymbol{w}}^{(0)}=\boldsymbol{e}_{2}$, the sequence $\left\{\tilde{\boldsymbol{w}}^{(k)}\right\}$ is bounded and the algorithm converges to the solution.
Thus, an increase in the values of the sequence $\left\{\tilde{\boldsymbol{w}}^{(k)}\right\}$ shows that the sequence of the solution could not converge and then, another choice of initial point is recommended.
Moreover, we observe that the sufficient condition (C4) in [21] of linear independence of the gradients of the active constraints is violated here, either if we start from a bad or good initial point. Thus, the condition on the boundedness of the inequality multipliers is more general with respect to the condition ( C 4 ) in [21].

| $\nu$ | $k$ | $x$ | $s$ | $r_{l}$ | $\lambda_{2}$ | $\lambda_{l}$ | $\tilde{\boldsymbol{s}}^{t} \tilde{\boldsymbol{w}} / 2$ | $\\|\boldsymbol{H}(\boldsymbol{v})\\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | - | 3.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 10.58 |
| 1 | - | 0.69 | 1.38 | 0.63 | $1.0 \cdot 10^{-5}$ | 1.31 | 0.41 | 2.3 |
| 2 | 0 | 1.58 | 0.90 | 0.12 | $1.0 \cdot 10^{-5}$ | 1.11 | $6.7 \cdot 10^{-2}$ | 0.76 |
| - | 1 | 1.46 | 0.95 | 0.34 | 0.26 | 0.22 | 0.16 | 0.33 |
| - | 2 | 1.16 | 0.19 | 0.11 | 0.31 | 0.25 | $4.3 \cdot 10^{-2}$ | 0.17 |
| - | 3 | 1.05 | $3.8 \cdot 10^{-2}$ | $3.3 \cdot 10^{-2}$ | 0.34 | 0.26 | $1.1 \cdot 10^{-2}$ | $6.3 \cdot 10^{-2}$ |
| - | 4 | 1.01 | $7.6 \cdot 10^{-3}$ | $8.0 \cdot 10^{-3}$ | 0.36 | 0.27 | $2.4 \cdot 10^{-3}$ | $1.6 \cdot 10^{-2}$ |
| - | 5 | 1.00 | $1.5 \cdot 10^{-3}$ | $1.7 \cdot 10^{-3}$ | 0.36 | 0.27 | $5.0 \cdot 10^{-4}$ | $3.5 \cdot 10^{-3}$ |
| - | 6 | 1.00 | $1.5 \cdot 10^{-4}$ | $1.7 \cdot 10^{-4}$ | 0.37 | 0.27 | $5.1 \cdot 10^{-5}$ | $3.6 \cdot 10^{-4}$ |

Table 1: Polyalgorithm for Example 3.1 in [18]

An example of large scale nonlinear programming problem, for which the damped Newton interior point method gives the same behaviour, is still given in [18, Example 3.2].
A way to compute a suitable starting point could be to execute some steps of the gradient projection method (e.g. see [37, §11.4, p. 330]), before starting with the damped Newton interior point method.
In Table 1, we report the number of iterations and the values of the primal and dual variables of the sequence generated by the polyalgorithm composed of the gradient projection method, with the Armijo backtracking procedure for the merit function $\|\boldsymbol{H}(\boldsymbol{v})\|^{2}$ and, the damped Newton interior point method for Example 3.1 in [18].
The result shows that only two iterations $\nu$ of the gradient projection method are necessary to enter a good region for the damped Newton interior point method.

Finally, we consider Example 3 of nonlinear programs in [10]

$$
\begin{aligned}
& \min \frac{1}{3}(x-1)^{3}+x \\
& x \geq 0
\end{aligned}
$$

where it is stressed that Newton iteration with a decrease in the merit function $\|\boldsymbol{H}(\boldsymbol{v})\|^{2}$ fails, since the Newton direction becomes orthogonal to the gradient of the merit function.
If we indicate $\vartheta_{k}$ the angle between the opposite of the direction of the damped Newton interior point method and the gradient of $\|\boldsymbol{H}(\boldsymbol{v})\|^{2}$, at the iteration $k$, in [24] it is shown that,

$$
\cos \vartheta_{k} \geq \frac{1-\eta_{k}}{2 K\left(H^{\prime}\left(\boldsymbol{v}^{(k)}\right)\right)}
$$

where $K\left(H^{\prime}\left(\boldsymbol{v}^{(k)}\right)\right)=\left\|H^{\prime}\left(\boldsymbol{v}^{(k)}\right)\right\| \cdot\left\|H^{\prime}\left(\boldsymbol{v}^{(k)}\right)^{-1}\right\|$ indicates the condition number of the Jacobian matrix at the point $\boldsymbol{v}^{(k)}$ and $\eta_{k}$ is the forcing term.
If the matrix $H^{\prime}\left(\boldsymbol{v}^{(k)}\right)$ becomes nearly singular, then condition C 3 does not hold and then the condition number might be not bounded since the sequences $\left\{\left\|H^{\prime}\left(\boldsymbol{v}^{(k)}\right)\right\|\right\}$ and/or $\left\{\left\|H^{\prime}\left(\boldsymbol{v}^{(k)}\right)^{-1}\right\|\right\}$ are not bounded. This is the case in this

| $k$ | $x$ | $\\|\boldsymbol{H}(\boldsymbol{v})\\|$ | $\alpha$ | $1-\eta$ | $\cos \vartheta$ | $K\left(H^{\prime}(\boldsymbol{v})\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 2 | 1.73205 | 0.80 | 0.48 | 0.76 | 2.88 |
| 1 | 1.30667 | 0.844158 | $5.3 \cdot 10^{-7}$ | $3.2 \cdot 10^{-7}$ | $2.7 \cdot 10^{-4}$ | 9590.65 |
| 2 | 0.49322 | 0.825476 | $3.3 \cdot 10^{-6}$ | $2.0 \cdot 10^{-6}$ | $8.5 \cdot 10^{-4}$ | 3082.29 |
| 3 | 0.49535 | 0.825476 | $3.1 \cdot 10^{-5}$ | $1.8 \cdot 10^{-5}$ | $2.0 \cdot 10^{-3}$ | 1309.26 |
| 4 | 0.50103 | 0.825475 | $2.0 \cdot 10^{-4}$ | $1.2 \cdot 10^{-4}$ | $6.5 \cdot 10^{-3}$ | 398.28 |
| 5 | 0.51249 | 0.825473 | $9.4 \cdot 10^{-4}$ | $5.6 \cdot 10^{-4}$ | $1.5 \cdot 10^{-2}$ | 168.49 |
| 6 | 0.53582 | 0.825406 | $3.8 \cdot 10^{-3}$ | $2.3 \cdot 10^{-3}$ | $3.2 \cdot 10^{-2}$ | 80.27 |
| 7 | 0.58411 | 0.825049 | $1.4 \cdot 10^{-2}$ | $8.4 \cdot 10^{-3}$ | $6.0 \cdot 10^{-2}$ | 42.08 |
| 8 | 0.68787 | 0.823723 | $2.0 \cdot 10^{-2}$ | $1.2 \cdot 10^{-2}$ | $8.7 \cdot 10^{-2}$ | 28.22 |
| 9 | 0.80922 | 0.821058 | $2.7 \cdot 10^{-3}$ | $1.6 \cdot 10^{-3}$ | $4.7 \cdot 10^{-2}$ | 51.66 |
| 10 | 0.84640 | 0.817953 | $5.1 \cdot 10^{-4}$ | $3.1 \cdot 10^{-4}$ | $1.7 \cdot 10^{-2}$ | 139.76 |
| 11 | 0.86634 | 0.817029 | $2.6 \cdot 10^{-6}$ | $1.6 \cdot 10^{-6}$ | $1.4 \cdot 10^{-3}$ | 1713.55 |
| 12 | 0.86504 | 0.81698 | $3.1 \cdot 10^{-8}$ | $1.8 \cdot 10^{-8}$ | $1.3 \cdot 10^{-4}$ | 18551.1 |
| 13 | 0.86488 | 0.81698 | $8.5 \cdot 10^{-10}$ | $5.1 \cdot 10^{-10}$ | $2.9 \cdot 10^{-5}$ | 83680.8 |
| 14 | 0.86490 | 0.81698 | $1.3 \cdot 10^{-10}$ | $7.9 \cdot 10^{-11}$ | $8.9 \cdot 10^{-6}$ | $2.69 \cdot 10^{5}$ |
| 15 | 0.86491 | 0.81698 | $8.7 \cdot 10^{-13}$ | $5.2 \cdot 10^{-13}$ | $9.4 \cdot 10^{-7}$ | $2.56 \cdot 10^{6}$ |

Table 2: Newton interior point method for Example 3 in [10]
example, as shown in Table 2. The starting point of the example is $x=2$, $\lambda_{l}=1$ and $r_{l}=1$ and the backtracking rule used is the one in [14].
The results of Tables 1 and 2 were obtained using a Matlab code which directly solves the inner linear system that occurs at each Newton iteration. The forcing term $\eta_{k}$ is equal to $\eta_{k}=1-\alpha_{k}\left(1-\sigma_{k}\right)$.

## 6 Numerical experiments

In this section we consider a set of nonlinear programming test problems that arise from discretization with finite difference formulae of boundary and distributed elliptic control problems ([40], [41], [44], [42]).
All the problems have quadratic functional, nonlinear equality constraints and box constraints. The Hessian of the objective function and the Jacobian of the constraints are large and sparse.
Furthermore, the matrix $\nabla \boldsymbol{g}_{2}(\boldsymbol{x}) S^{-1} \Lambda_{2} \nabla \boldsymbol{g}_{2}(\boldsymbol{x})^{t}+P_{l}^{t} R_{l}^{-1} \Lambda_{l} P_{l}+P_{u}^{t} R_{u}^{-1} \Lambda_{u} P_{u}$ is diagonal and the computation of this matrix in block $A$ of (17) is inexpensive. In Table 3, we report the references of the test problems shown in the tables. The symbol N denotes the number of grid points of the discretization along each axis. We remark that the size of any problem depends on the value of N .
In Table 4, we report the number of primal variables $n$, the number of equality neq constraints, the numbers $n l$ and $n u$ of variables bounded below and above, the number of nonzero entries nnzjac and nnzhess of matrices $B$ and $Q$ respectively.
In Table 5 we report some results, obtained by Hans Mittelmann at the Arizona State University [43], of a comparison among interior point codes for nonlinear programming: the LOQO algorithm, version 6.2 ([54]), the KNITRO algorithms, version 3.1 ([9]) with the direct (KNITRO-D) or with the iterative (KNITRO-I) solution ([46]) of inner subproblems and IPOPT algorithm ([55]).

In the table, "it" and "sec" indicate the number of iterations and the time expressed in seconds respectively, the symbols "*" and "m" denote an algorithm failure and a memory failure. The codes have been carried out in order to obtain the same precision on the solution.
See [45] for a comparison of interior point codes and active set sequential quadratic programming codes on CUTE collection test problems.
In order to evaluate the effectiveness of the damped Newton interior point method with different inner solvers, Fortran 90 codes, implementing the method, have been carried out on a workstation HP zx6000 with an Intel Itanium2 processor 1.3 GHz with 2 Gb of RAM and have been compiled using a "+O3" optimization level of the HP compiler.
In this section we only report the results related to a few test problems; the details of the numerical experiments and a complete set of results for all the test problems in [40], [41] and [44] can be downloaded from dm.unife.it/blkfclt. In the experiments, we set the starting point of the damped Newton interior point method as follows: the initial values for the multipliers and the slack variables are set to 1 , while the value $x_{i}^{(0)}, i=1, \ldots, n$ are set equal to zero if the $i-$ th component $x_{i}$ is a free variable, equal to $\left(u_{i}+l_{i}\right) / 2$ if $x_{i}$ is bounded above and below, and equal to $u_{i}-1$ or $l_{i}+1$ if $x_{i}$ is bounded above or below respectively. Only for the test problem P2-6, the first $n / 2$ initial values for $\boldsymbol{x}^{(0)}$ are set equal to 6 and the last $n / 2$ initial values are set equal to 1.8 , as suggested by Mittelmann in [44]. Moreover, for the codes employing an iterative method as the inner solver, the initial value of the inner iterations was fixed equal to the null vector.
All the results in this section were obtained using the choice $\mu_{k}=\mu_{k}^{(1)}=$ $\tilde{\boldsymbol{s}}^{(k)^{t}} \tilde{\boldsymbol{w}}^{(k)} / p$.
Furthermore, the maximum value of inner iterations was set equal to 15 for the IP-MM code, to neq for IP-PCG1 and to $n+n e q$ for IP-PCG2.
We set the backtracking parameters $\theta=0.5, \beta=10^{-4}$ while the forcing term parameters $\sigma_{k}, \delta_{k}$ were chosen as in the following: set

$$
\delta_{\max }=\frac{0.8}{1+0.5 \frac{\tau_{2} \sqrt{2}}{\min \left(1, \tau_{2}\right)}} ; \quad \sigma_{\max }=\frac{\delta_{\max } 0.5 \tau_{2} \sqrt{2}}{\min \left(1, \tau_{2}\right)} \cdot 1.1
$$

we have for the initial value $\delta_{0}=\min \left(\delta_{\max }, 0.8 \cdot\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(0)}\right)\right\|\right)$ and for the iterations $k, k>1$, we have

$$
\delta_{k}=\min \left(\delta_{\max }, \max \left(5.0 \cdot 10^{-5},\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\|, 0.5 \cdot \frac{\left\|\boldsymbol{H}_{1}\left(\boldsymbol{v}^{(k)}\right)\right\|}{\left\|\boldsymbol{H}_{1}\left(\boldsymbol{v}^{(k-1)}\right)\right\|}\right)\right)
$$

The forcing term $\sigma_{k}$ is chosen of the same order as $\delta_{k}$ as

$$
\sigma_{k}=\min \left(\sigma_{\max }, \max \left(1.1 \cdot \frac{0.5 \tau_{2} \delta_{k} \sqrt{2}}{\min \left(1, \tau_{2}\right)}, 0.01\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(k)}\right)\right\|\right)\right)
$$

In the three inner solvers, an explicit computation of the matrices $A+\chi B B^{t}$, $B^{t} \bar{A}^{-1} B$ and the preconditioner $\bar{M}$ is needed for the factorization. As explained in Section 4, for the IP-MM and IP-PCG1 codes the structure of matrices $A+\chi B B^{t}$ and $B^{t} \bar{A}^{-1} B$ respectively, is computed with a preprocessing routine. This preprocess is not needed for the code IP-PCG2.
In Table 6, the number of nonzero entries of one triangular part (including the diagonal elements) of the matrices $A+\chi B B^{t}, B^{t} \bar{A}^{-1} B$ and $\bar{M}$ is reported in the columns "nnz-mat1", "nnz-mat2" and "nnz-mat3" respectively, while the number of nonzero entries of the Cholesky factor is listed in the columns "Lmat1", "L-mat2" and "L-mat3".
From Table 6, it can be observed that the number of nonzero entries in the Cholesky factor is quite similar in the three cases: the matrices $A+\chi B B^{t}$ and $B^{t} \bar{A}^{-1} B$ have a density equal to $0.1 \%$ at most, while the ratio of the nonzero entries of the Cholesky factor and the lower triangular part of $A+\chi B B^{t}$ is equal to 15.3 at most.

In Table 7, we evaluate the effectiveness of the different versions of the code, implementing the damped Newton interior point method with the iterative inner solvers with $\epsilon_{\text {exit }}=10^{-8}$. The number of outer iterations ("it"), the total number of inner iterations ("inn") and the execution time in seconds ("time") are reported.
In IP-MM and IP-PCG1 codes the CPU time is divided into the time required by the preprocessing routine in the computation of the matrix structures ("prep") and the time needed for the the computation of the iterations ("iter"). We consider that an algorithm fails when the backtracking procedure produces a damping parameter smaller than $10^{-8}$ (we use the symbol "*"). The symbol "m" indicates a memory failure.
The code with the direct inner solver MA27 (with pivot tolerance equal to $10^{-8}$ ) allows the chosen test problems to be solved with $\mathrm{N}=99$ ( 27.38 secs and it $=29$ for P1-1; 22.52 secs and it=24 for P1-3; 24.71 secs and it=25 for P2-6) and with $\mathrm{N}=199$ ( 349.66 secs and it=37 forP1-1; 250.28 secs and it=27 for P1-3; 304.11 secs and it=26 for P2-6). For $\mathrm{N}>299$ we observe a memory failure after a few iterates due to the factor fill-ins.
The minimum values of the objective functional computed by the codes differ by a factor of $10^{-8}$ and are in accordance with the values reported in [40], [41], [44].
From the numerical experiments, we can draw the following remarks:

- the number of inner iterations per outer iteration is very small for all three inner solvers; we observe that in the experiments the total number of inner iterations is sometimes less than the number of outer iterations. This can happen in any code that uses an iterative inner solver with an adaptive stopping rule. Indeed, for some values of $\boldsymbol{v}^{(0)}$, it can happen that the inner stopping rule (12) with $\boldsymbol{r}^{(k)}$ as in (18) and $k=0$, is satisfied without the necessity of inner iterations, since $\| \boldsymbol{H}\left(\boldsymbol{v}^{(0)} \|\right.$ is large. Nevertheless, even if $\Delta \boldsymbol{x}$ and $\Delta \boldsymbol{\lambda}_{1}$ are unchanged, $\Delta \tilde{\boldsymbol{s}}$ and $\Delta \tilde{\boldsymbol{w}}$ change and then, in the subsequent iteration, $\|\boldsymbol{H}(\boldsymbol{v})\|$ decreases until causing the necessity of
iterations of the inner solver. In other words, for some values of $\boldsymbol{v}^{(0)}$, the iterate of the interior point method moves only along the directions of $\tilde{s}$ and $\tilde{\boldsymbol{w}}$; this can occur for some initial iterations;
- the most expensive computational task for the codes IP-MM and IPPCG1 is the preprocessing phase; we can also notice that the preprocessing time for the IP-PCG1 code is smaller than the one of IP-MM code, since the size of the matrix to preprocess is neq with respect to the size of the matrix to preprocess for IP-MM which is $n$ and $n e q<n$. This gain in terms of time is more significant when the test problem arises from distributed control problems, since in such cases the number of equality constraints is half the number of the variables. On the other hand, beside a "heavy" preprocessing phase, the time for the computation of the iterations is very fast. This feature could be exploited when different problems with the same structure or the same problem with different parameters have to be solved in sequence;
- in terms of total time, the most effective code is IP-PCG2, which does not require the preprocessing phase and needs almost the same number of outer and inner iterations than the version IP-PCG1. Thus, since at each iteration of the conjugate gradient, the IP-PCG2 code has to solve a system with the matrix $\bar{M}$ of order $n+n e q$ while the IP-PCG1 code has to solve systems of order neq with Ng and Peyton routine, we point out the efficiency of the BLKFCLT routine;
- another feature of the IP-PCG2 code is that it requires relatively little memory storage; this allows us to solve very large scale problems up to one million primal variables.

The results in Tables 8, 9, 10, 11 and 12 show the performance of the IP-PCG2 code $\left(\epsilon_{\text {exit }}=10^{-8}\right)$ and the direct and iterative versions of KNITRO (version 4.0.2), with different values of the tolerance parameter ("opttol"). We report the computed minimum $f\left(\boldsymbol{v}^{(i t)}\right)$, value of $\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(i t)}\right)\right\|$, execution time in seconds ("time") and number of outer iterations ("it"). For the IP-PCG2" code and the iterative version of KNITRO, we also report the total number of inner iterations ("inn").
The notation 1e-6 denotes $10^{-6}$. For these experiments, IP-PCG2 uses the same input AMPL models of the discretized PDE problems as KNITRO. The primal variables are initialized the same way as in the AMPL models. Then the execution time and number of iterations of IP-PCG2 are different with respect to those reported in Table 7.
This comparison highlights the good stability and efficiency of the IP-PCG2 method on this kind of test problem for large scale problems.
Finally, in Table 13 we report the results on the distributed control problem P2-7 of the IP-PCG2 algorithm with the nonmonotone choices for the additive inner stopping rule and for the backtracking rule, as seen in subsection 4.2; different values of degree of nonmonotonicity $M$ are examined. Obviously, for

| Test problems | References |
| :--- | :--- |
| Elliptic boundary control problems |  |
| P1-1 | Example 5.5 in [40] |
| P1-3 | Example 5.7 in [40] |
| Elliptic distributed control problems |  |
| P2-1 | Example 1 in [41] |
| P2-6 | Example 4.2 in [44] with $a(x)=7+4 \sin \left(2 \pi x_{1} x_{2}\right)$, |
|  | $M=1, K=0.8, b=1, u_{1}=1.7, u_{2}=2, \psi(x)=7.1$ |
| P2-7 | Example 4.2 in $[44]$ with $a(x)=7+4 \sin \left(2 \pi x_{1} x_{2}\right)$, |
|  | $M=0, K=1, b=1, u_{1}=2, u_{2}=6, \psi(x)=4.8$ |

Table 3: Description of test problems
$M=1$, we have the monotone algorithm. From Table 13, we observe that an improvement in efficiency of the method can be obtained by using $M>1$, for example, in this case $M=4$.
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|  | N | $n$ | $n e q$ | $n u$ | $n l$ | nnzjac | nnzhess |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| P1-1 | 99 | 10593 | 10197 | 10593 | 10593 | 50193 | 10593 |
|  | 199 | 41193 | 40397 | 41193 | 41193 | 200393 | 41193 |
|  | 299 | 91793 | 90597 | 91793 | 91793 | 450593 | 91793 |
|  | 399 | 162393 | 160797 | 162393 | 162393 | 800793 | 162393 |
|  | 499 | 252993 | 250997 | 252993 | 252993 | 1250993 | 252993 |
|  | 599 | 363593 | 361197 | 363593 | 363593 | 1801193 | 363593 |
| P1-3 | 99 | 10593 | 10197 | 10593 | 396 | 50193 | 10197 |
|  | 199 | 41193 | 40397 | 41193 | 796 | 200393 | 40397 |
|  | 299 | 91793 | 90597 | 91793 | 1196 | 450593 | 90597 |
|  | 399 | 162393 | 160797 | 162393 | 1596 | 800793 | 160797 |
|  | 499 | 252993 | 250997 | 252993 | 1996 | 1250993 | 250997 |
|  | 599 | 363593 | 361197 | 363593 | 2396 | 1801193 | 361197 |
| P2-1 | 99 | 19602 | 9801 | 19602 | 9801 | 58410 | 19602 |
|  | 199 | 79202 | 39601 | 79202 | 39601 | 236810 | 79202 |
|  | 299 | 178802 | 89401 | 178802 | 89401 | 535210 | 178802 |
|  | 399 | 318402 | 159201 | 318402 | 159201 | 953610 | 318402 |
|  | 499 | 498002 | 249001 | 498002 | 249001 | 1492010 | 498002 |
| P2-6 | 99 | 19602 | 9801 | 19602 | 9801 | 58410 | 39204 |
|  | 199 | 79202 | 39601 | 79202 | 39601 | 236810 | 158404 |
|  | 299 | 178802 | 89401 | 178802 | 89401 | 535210 | 357604 |
|  | 399 | 318402 | 159201 | 318402 | 159201 | 953610 | 636804 |
|  | 499 | 498002 | 249001 | 498002 | 249001 | 1492010 | 996004 |
| P2-7 | 99 | 19602 | 9801 | 19602 | 9801 | 58410 | 29403 |
|  | 199 | 79202 | 39601 | 79202 | 39601 | 236810 | 118803 |
|  | 299 | 178802 | 89401 | 178802 | 89401 | 535210 | 268203 |
|  | 399 | 318402 | 159201 | 318402 | 159201 | 953610 | 477603 |
|  | 499 | 498002 | 249001 | 498002 | 249001 | 1492010 | 747003 |

Table 4: Parameters of test problems

|  | LOQO |  | KNITRO-D |  | KNITRO-I |  | IPOPT |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | it | sec | it | sec | it | sec | it | sec |
| P1-3-199 | 39 | 108 | 19 | 72 | 12 | 94 | 25 | 276 |
| P1-3-299 | $*$ | $*$ | 20 | 278 | 12 | 322 | 20 | 1143 |
| P1-3-399 | $*$ | $*$ | 21 | 786 | 15 | 1020 | 28 | 3618 |
| P1-3-499 | $*$ | $*$ | 22 | 1585 | 14 | 1754 | 22 | 7374 |
| P1-3-599 | $*$ | $*$ | $*$ | $*$ | 16 | 2876 | m | m |
| P2-6-99 | 131 | 51 | 34 | 17 | 45 | 33 | 91 | 29 |
| P2-6-199 | 143 | 427 | 44 | 180 | 41 | 263 | 74 | 302 |
| P2-6-299 | $*$ | $*$ | 41 | 674 | 101 | 1637 | 113 | 1670 |
| P2-6-399 | $*$ | $*$ | 40 | 1829 | 109 | 4693 | 90 | 3518 |
| P2-6-499 | $*$ | $*$ | 42 | 3498 | $*$ | $*$ | 88 | 7034 |

Table 5: Comparison on elliptic control test problems ([43])

|  | N | nnz-mat1 | L-mat1 | nnz-mat2 | L-mat2 | nnz-mat3 | L-mat3 |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| P1-1,P1-3 | 99 | 70783 | 622759 | 69991 | 621571 | 60786 | 718637 |
|  | 199 | 281583 | 3181444 | 279195 | 3179056 | 241586 | 3416032 |
|  | 299 | 632383 | 8374469 | 628795 | 8370881 | 542386 | 9084296 |
|  | 399 | 1123183 | 16252152 | 1118395 | 16247364 | 9631186 | 20102932 |
|  | 499 | 1753983 | 26855490 | 1747995 | 26849502 | 1503986 | 28784753 |
|  | 599 | 2524783 | 41135305 | 2517595 | 41128117 | 2164786 | 43488232 |
| P2-1,P2-6, | 99 | 126029 | 715465 | 67619 | 619595 | 78012 | 735071 |
| P2-7 | 199 | 512029 | 3409660 | 275219 | 3175080 | 316012 | 3488866 |
|  | 299 | 1158029 | 8900195 | 622819 | 8364905 | 714012 | 9253530 |
|  | 399 | 2064029 | 20090160 | 1110419 | 16239388 | 1272012 | 20405866 |
|  | 499 | 3230029 | 28768781 | 1738019 | 26839526 | 1990012 | 29266787 |

Table 6: Nonzero entries of the matrices and Cholesky factors

|  | IP-MM |  |  |  | IP-PCG1 |  |  | IP-PCG2 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | N | it(inn) | prep+iter | time | it(inn) | time(prep+iter) | time | it(inn) | time |
| P1-1 | 99 | 29(32) | $2.22+2.03$ | 4.25 | 37(30) | $2.21+2.46$ | 4.67 | $37(72)$ | 5.24 |
|  | 199 | 54(59) | $36.38+22.87$ | 59.25 | 45(37) | $35.81+18.31$ | 54.12 | 45(95) | 38.9 |
|  | 299 | 181(186) | $206.35+246.8$ | 453.15 | 52(47) | $197.29+68.09$ | 256.38 | 52(116) | 156.49 |
|  | 399 | 327(341) | $833.79+961.08$ | 1794.92 | 58(53) | $758.23+174.82$ | 933.05 | 58(137) | 493.07 |
|  | 499 | 501(527) | $1933.8+2768.7$ | 4702.5 | 63(59) | $1635.64+341.65$ | 1977.37 | 63(158) | 845.76 |
|  | 599 | * | * | * | 66(62) | $1902.21+701.21$ | 2603.55 | 66(181) | 1377.61 |
| P1-3 | 99 | 21(23) | $3.02+1.46$ | 4.49 | 29(36) | $2.22+2.05$ | 4.28 | 28(79) | 4.31 |
|  | 199 | 26(27) | $47.83+10.87$ | 58.71 | 33(42) | $45.87+14.46$ | 60.35 | 33(91) | 30.02 |
|  | 299 | 39(45) | $162.15+52.88$ | 215.03 | 36(47) | $194.79+49.7$ | 243.52 | 37(109) | 115.84 |
|  | 399 | 36(39) | $831.0+105.29$ | 936.34 | 39(54) | $617.47+117.91$ | 735.42 | 38(120) | 312.78 |
|  | 499 | 65(87) | $2062.11+360.03$ | 2422.22 | 42(55) | $1522.11+232.93$ | 1755.12 | 41(146) | 535.14 |
|  | 599 | * | * | * | 44(60) | $3928.54+427.12$ | 3928.54 | 43(159) | 925.84 |
| P2-1 | 99 | 23(23) | $4.8+2.2$ | 7.1 | 26(25) | $2.5+1.9$ | 4.36 | 24(23) | 3.3 |
|  | 199 | 28(193) | $123.1+26.4$ | 149.5 | 28(26) | $41.5+12.1$ | 53.7 | 27(26) | 22.6 |
|  | 299 | * | * | * | 30(29) | $218.3+41.2$ | 259.5 | 28(27) | 81.2 |
|  | 399 | * | * | * | 31(56) | $706.4+100.9$ | 807.4 | 29(28) | 222 |
|  | 499 | * | * | * | $32(69)$ | $2166.8+196.3$ | 2363.2 | $29(28)$ | 351.8 |
| P2-6 | 99 | 28(29) | $5.77+2.7$ | 8.48 | 35(70) | $2.46+3.03$ | 5.5 | 34(122) | 6.28 |
|  | 199 | 48(49) | $118.03+25.11$ | 143.17 | 51(88) | $41.25+25.19$ | 66.44 | 51(178) | 53.2 |
|  | 299 | 81(111) | $686.30+131.49$ | 817.99 | 56(97) | $223.61+85.79$ | 309.41 | 54(177) | 173.82 |
|  | 399 | 102(153) | $2292.11+477.5$ | 2769.7 | 71(130) | $727.06+239.67$ | 966.73 | 64(221) | 553.78 |
|  | 499 | 101(166) | $5496.66+699.3$ | 6196.11 | 62(107) | $1849.82+361.12$ | 2210.95 | 61(209) | 823.08 |
| P2-7 | 99 | 51(51) | $4.8+4.9$ | 9.7 | 51(90) | $2.5+4.2$ | 6.7 | 35(70) | 5.5 |
|  | 199 | 62(107) | $118.7+35.6$ | 154.3 | 63(284) | $41.4+41.8$ | 83.2 | 51(88) | 45.8 |
|  | 299 | 68(188) | $684.8+127.4$ | 812.4 | 70(493) | $217.14+164.1$ | 381.29 | 54(94) | 158.7 |
|  | 399 | 80(1010) | $2299.4+654.9$ | 2954.3 | 81(1014) | $703.2+522.5$ | 1225.8 | 65(109) | 515.9 |
|  | 499 | 90(1170) | $3808.8+1150.7$ | 4959.6 | 87(1331) | $1733.9+1083.6$ | 2817.7 | 80(115) | 989.4 |

Table 7: Numerical results: boundary and distributed control problems

| $N$ | Solver | opttol | $f\left(\boldsymbol{x}^{(i t)}\right)$ | $\left\\|\boldsymbol{H}\left(\boldsymbol{v}^{(i t)}\right)\right\\|$ | time | it (inn) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 99 | IP-PCG2 |  | 0.55224625 | $5.7 \mathrm{e}-9$ | 9.52 | $37(33)$ |
|  | KNITRO-D | $1 \mathrm{e}-6$ | 0.55332954 | $4 \mathrm{e}-7$ | 5.44 | 15 |
|  |  | $1 \mathrm{e}-8$ | 0.55224722 | $3.9 \mathrm{e}-9$ | 8.47 | 24 |
|  |  | $1 \mathrm{e}-9$ | 0.55224625 | $4.2 \mathrm{e}-11$ | 9.52 | 27 |
|  | KNITRO-I | $1 \mathrm{e}-6$ | 0.55331458 | $3.9 \mathrm{e}-7$ | 8.6 | $14(93)$ |
|  |  | $1 \mathrm{e}-8$ | 0.55224739 | $8.66 \mathrm{e}-9$ | 33.12 | $22(983)$ |
|  |  | $1 \mathrm{e}-9$ | 0.55224641 | $7.02 \mathrm{e}-10$ | 39.57 | $25(1210)$ |
| 199 | IP-PCG2 |  | 0.5543688 | $3.6 \mathrm{e}-9$ | 43.6 | $45(40)$ |
|  | KNITRO-D | $1 \mathrm{e}-6$ | 0.55446811 | $2.2 \mathrm{e}-8$ | 45.22 | 18 |
|  |  | $1 \mathrm{e}-8$ | 0.55437617 | $6.4 \mathrm{e}-9$ | 52.45 | 21 |
|  |  | $1 \mathrm{e}-9$ | 0.55436933 | $1 \mathrm{e}-9$ | 56.71 | 23 |
|  |  | KNITRO-I | $1 \mathrm{e}-6$ | 0.554480051 | $3.1 \mathrm{e}-7$ | 97.84 |
|  |  | $1 \mathrm{e}-8$ | 0.554376509 | $7.4 \mathrm{e}-9$ | 242.84 | $22(418)$ |
|  |  | $1 \mathrm{e}-9$ | 0.554368888 | $1.9 \mathrm{e}-10$ | 319.27 | $27(2054)$ |
| 299 | IP-PCG2 |  | 0.55507371 | $5.1 \mathrm{e}-9$ | 157.41 | $52(50)$ |
|  | KNITRO-D | $1 \mathrm{e}-6$ | 0.57017027 | $8.1 \mathrm{e}-7$ | 98.79 | 10 |
|  |  | $1 \mathrm{e}-8$ | 0.555099009 | $5.9 \mathrm{e}-9$ | 212.04 | 23 |
|  |  | $1 \mathrm{e}-9$ | 0.555073838 | $2.9 \mathrm{e}-10$ | 474.95 | 34 |
|  | KNITRO-I | $1 \mathrm{e}-6$ | 0.555405597 | $3.3 \mathrm{e}-8$ | 202.48 | $14(153)$ |
|  |  | $1 \mathrm{e}-8$ | 0.555099497 | $5.55 \mathrm{e}-9$ | 693.32 | $21(1665)$ |
|  |  | $1 \mathrm{e}-9$ | 0.55507386 | $7.7 \mathrm{e}-11$ | 1636.35 | $28(4472)$ |
| 399 | IP-PCG2 |  | 0.555425678 | $2.8 \mathrm{e}-9$ | 531.16 | $58(58)$ |
|  | KNITRO-D | $1 \mathrm{e}-6$ | m | m | m | m |
|  |  | $1 \mathrm{e}-8$ | m | m | m | m |
|  |  | $1 \mathrm{e}-9$ | m | m | m | m |
|  |  |  | $\mathrm{mNITRO}-\mathrm{I}$ | $1 \mathrm{e}-6$ | m | m |
| m | $1 \mathrm{e}-8$ | m | m | m | m |  |
|  |  | $1 \mathrm{e}-9$ | m | m | m | m |

Table 8: Comparison of IP-PCG2 with KNITRO v4.0.2 on test problem P1-1

| $N$ | Solver | opttol | $f\left(\boldsymbol{x}^{(i t)}\right)$ | $\left\\|\boldsymbol{H}\left(\boldsymbol{v}^{(i t)}\right)\right\\|$ | time | it (inn) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 99 | IP-PCG2 |  | 0.2641625459 | $3.5 \mathrm{e}-9$ | 5.9 | $28(24)$ |
|  | KNITRO-D | $1 \mathrm{e}-6$ | 0.2642862472 | $4.5 \mathrm{e}-7$ | 5.5 | 14 |
|  |  | $1 \mathrm{e}-8$ | 0.264163747 | $4.7 \mathrm{e}-9$ | 7.0 | 18 |
|  |  | $1 \mathrm{e}-9$ | 0.2641625452 | $7.2 \mathrm{e}-11$ | 7.7 | 20 |
|  | KNITRO-I | $1 \mathrm{e}-6$ | 0.2643159559 | $5.5 \mathrm{e}-7$ | 7.0 | $11(38)$ |
|  |  | $1 \mathrm{e}-8$ | 0.2641637501 | $5.0 \mathrm{e}-9$ | 13.0 | $15(173)$ |
|  |  | $1 \mathrm{e}-9$ | 0.2641625452 | $5.2 \mathrm{e}-10$ | 16.3 | $17(247)$ |
| 199 | IP-PCG2 |  | 0.2672834461 | $9.0 \mathrm{e}-9$ | 40.0 | $35(34)$ |
|  | KNITRO-D | $1 \mathrm{e}-6$ | 0.2676809839 | $5.6 \mathrm{e}-7$ | 37.2 | 14 |
|  |  | $1 \mathrm{e}-8$ | 0.2672858418 | $5.5 \mathrm{e}-9$ | 49.5 | 19 |
|  |  | $1 \mathrm{e}-9$ | 0.2672839122 | $9.2 \mathrm{e}-10$ | 54.4 | 21 |
|  |  | KNITRO-I | $1 \mathrm{e}-6$ | 0.2676583552 | $8.0 \mathrm{e}-7$ | 57.8 |
|  |  | $1 \mathrm{e}-8$ | 0.2672838028 | $4.8 \mathrm{e}-9$ | 100.5 | $21(85)$ |
|  |  | $1 \mathrm{e}-9$ | 0.2672835172 | $3.7 \mathrm{e}-10$ | 155.2 | $23(536)$ |
| 299 | IP-PCG2 |  | 0.2683261906 | $6.6 \mathrm{e}-10$ | 125.9 | $37(36)$ |
|  | KNITRO-D | $1 \mathrm{e}-6$ | 0.2683490951 | $7.6 \mathrm{e}-7$ | 174.6 | 19 |
|  |  | $1 \mathrm{e}-8$ | 0.2683296025 | $9.0 \mathrm{e}-9$ | 191.7 | 21 |
|  |  | $1 \mathrm{e}-9$ | 0.2683262257 | $2.3 \mathrm{e}-10$ | 217.3 | 24 |
|  | KNITRO-I | $1 \mathrm{e}-6$ | 0.2694845168 | $4.0 \mathrm{e}-7$ | 258.2 | $19(110)$ |
|  |  | $1 \mathrm{e}-8$ | 0.2683272538 | $6.3 \mathrm{e}-9$ | 361.6 | $25(217)$ |
|  |  | $1 \mathrm{e}-9$ | 0.2683263348 | $5.0 \mathrm{e}-10$ | 494.2 | $27(488)$ |
| 399 | IP-PCG2 |  | 0.26884799937 | $4.3 \mathrm{e}-9$ | 352.3 | $39(34)$ |
|  | KNITRO-D | $1 \mathrm{e}-6$ | m | m | m | m |
|  |  | $1 \mathrm{e}-8$ | m | m | m | m |
|  |  | $1 \mathrm{e}-9$ | m | m | m | m |
|  |  | KNITRO-I | $1 \mathrm{e}-6$ | 0.2684751969 | $3.1 \mathrm{e}-7$ | 401.9 |
|  | $1 \mathrm{e}-8$ | 0.2688521643 | $9.6 \mathrm{e}-9$ | 523.9 | $14(70)$ |  |
|  |  | $1 \mathrm{e}-9$ | 0.2688480413 | $3.6 \mathrm{e}-10$ | 916.4 | $17(509)$ |

Table 9: Comparison of IP-PCG2 with KNITRO v4.0.2 on test problem P1-3

| $N$ | Solver | opttol | $f\left(\boldsymbol{x}^{(i t)}\right)$ | $\boldsymbol{H}\left(\boldsymbol{v}^{(i t)}\right)$ | time | it (inn) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 99 | $\begin{gathered} \text { IP-PCG2 } \\ \text { KNITRO-D } \end{gathered}$ |  | $6.216167657 \mathrm{e}-2$ | 8.0e-9 | 5.9 | 23(22) |
|  |  | $1 \mathrm{e}-6$ | $6.28379652 \mathrm{e}-2$ | $4.2 \mathrm{e}-7$ | 4.28 | 8 |
|  |  | $1 \mathrm{e}-8$ | $6.21720059 \mathrm{e}-2$ | $4.2 \mathrm{e}-8$ | 6.95 | 14 |
|  |  | $1 \mathrm{e}-9$ | $6.21637312 \mathrm{e}-2$ | $9.1 \mathrm{e}-10$ | 7.85 | 16 |
|  | KNITRO-I | $1 \mathrm{e}-6$ | $6.290104777 \mathrm{e}-2$ | $1.9 \mathrm{e}-7$ | 3.51 | 4(11) |
|  |  | $1 \mathrm{e}-8$ | $6.21659812 \mathrm{e}-2$ | $2.5 \mathrm{e}-9$ | 6.4 | 8(30) |
|  |  | $1 \mathrm{e}-9$ | $6.2162183013 \mathrm{e}-2$ | $4.1 \mathrm{e}-10$ | 8.86 | 10(66) |
| 199 | $\begin{gathered} \text { IP-PCG2 } \\ \text { KNITRO--D } \end{gathered}$ |  | $6.44262870 \mathrm{e}-2$ | $8 \mathrm{e}-9$ | 33.3 | 25(24) |
|  |  | $1 \mathrm{e}-6$ | $6.519188743 \mathrm{e}-2$ | $1.3 \mathrm{e}-7$ | 20.39 | 6 |
|  |  | $1 \mathrm{e}-8$ | $6.44368448 \mathrm{e}-2$ | $3.5 \mathrm{e}-9$ | 36.8 | 12 |
|  |  | $1 \mathrm{e}-9$ | $6.442826536 \mathrm{e}-2$ | $2.3 \mathrm{e}-10$ | 45.2 | 15 |
|  | KNITRO-I | $1 \mathrm{e}-6$ | 6.5203856844 | $8 \mathrm{e}-7$ | 16.5 | 3(8) |
|  |  | $1 \mathrm{e}-8$ | $6.444127289 \mathrm{e}-2$ | $3.6 \mathrm{e}-9$ | 33.7 | $7(25)$ |
|  |  | $1 \mathrm{e}-9$ | $6.44335931 \mathrm{e}-2$ | $7.8 \mathrm{e}-10$ | 44.1 | 9(47) |
| 299 | $\begin{gathered} \text { IP-PCG2 } \\ \text { KNITRO--D } \end{gathered}$ |  | $6.5193140696 \mathrm{e}-2$ | $9.3 \mathrm{e}-9$ | 100.1 | 26(25) |
|  |  | 1e-6 | $6.5970554302 \mathrm{e}-2$ | $1.1 \mathrm{e}-7$ | 66.3 | 6 |
|  |  | $1 \mathrm{e}-8$ | $6.5269064297 \mathrm{e}-2$ | $1.8 \mathrm{e}-10$ | 92.4 | 9 |
|  |  | $1 \mathrm{e}-9$ | $6.519765283 \mathrm{e}-2$ | $6.2 \mathrm{e}-11$ | 159.1 | 16 |
|  | KNITRO-I | $1 \mathrm{e}-6$ | $6.597880027 \mathrm{e}-2$ | $5.2 \mathrm{e}-7$ | 52.1 | 3(8) |
|  |  | $1 \mathrm{e}-8$ | $6.525495675 \mathrm{e}-2$ | $1.1 \mathrm{e}-9$ | 91.7 | 6(17) |
|  |  | $1 \mathrm{e}-9$ | $6.519876526 \mathrm{e}-2$ | $3.0 \mathrm{e}-10$ | 147.2 | 10(46) |
| 399 | $\begin{gathered} \text { IP-PCG2 } \\ \text { KNITRO-D } \end{gathered}$ |  | $6.5578165106 \mathrm{e}-2$ | $8.8 \mathrm{e}-10$ | 279.8 | 28(27) |
|  |  | $1 \mathrm{e}-6$ | m | m | m | m |
|  |  | $1 \mathrm{e}-8$ | m | m | m | m |
|  |  | $1 \mathrm{e}-9$ | m | m | m | m |
|  | KNITRO-I | $1 \mathrm{e}-6$ | m | m | m | m |
|  |  | $1 \mathrm{e}-8$ | m | m | m | m |
|  |  | $1 \mathrm{e}-9$ | m | m | m | m |

Table 10: Comparison of IP-PCG2 with KNITRO v4.0.2 on test problem P2-1

| $N$ | Solver | opttol | $f\left(\boldsymbol{x}^{(i t)}\right)$ | $\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(i t)}\right)\right\|$ | time | it (inn) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 99 | IP-PCG2 |  | -6.57642730 | $9.4 \mathrm{e}-8$ | 10.1 | 29(66) |
|  | KNITRO-D | $1 \mathrm{e}-6$ | -6.57629592 | $3.9 \mathrm{e}-7$ | 13.8 | 18 |
|  |  | $1 \mathrm{e}-8$ | -6.57640594 | $8.9 \mathrm{e}-9$ | 14.8 | 20 |
|  |  | $1 \mathrm{e}-9$ | -6.57642744 | $1.1 \mathrm{e}-10$ | 16.8 | 24 |
|  | KNITRO-I | $1 \mathrm{e}-6$ | -6.57585240 | $6.3 \mathrm{e}-7$ | 9.9 | 6(30) |
|  |  | $1 \mathrm{e}-8$ | -6.57642667 | $5.2 \mathrm{e}-10$ | 42.2 | 12(494) |
|  |  | 1e-9 | -6.57642667 | $5.2 \mathrm{e}-10$ | 42.2 | 12(494) |
| 199 | IP-PCG2 |  | -6.62009225 | $3.9 \mathrm{e}-8$ | 46.3 | 27(61) |
|  | KNITRO-D | $1 \mathrm{e}-6$ | -6.61987115 | $4.7 \mathrm{e}-8$ | 63.2 | 17 |
|  |  | $1 \mathrm{e}-8$ | -6.62007441 | $5.6 \mathrm{e}-9$ | 72.9 | 20 |
|  |  | $1 \mathrm{e}-9$ | -6.62009178 | $3.7 \mathrm{e}-10$ | 79.5 | 22 |
|  | KNITRO-I | $1 \mathrm{e}-6$ | -6.61925123 | $1.2 \mathrm{e}-7$ | 67.4 | 6 (17) |
|  |  | $1 \mathrm{e}-8$ | -6.62009137 | $2.0 \mathrm{e}-9$ | 185.2 | 12(198) |
|  |  | 1e-9 | -6.62009225 | $6.0 \mathrm{e}-9$ | 984.2 | $36(1802)^{1}$ |
| 299 | IP-PCG2 |  | -6.63464400 | 5.5e-9 | 126.3 | 27(55) |
|  | KNITRO-D | $1 \mathrm{e}-6$ | m | m | m | m |
|  |  | $1 \mathrm{e}-8$ | m | m | m | m |
|  |  | $1 \mathrm{e}-9$ | m | m | m | m |
|  | KNITRO-I | $1 \mathrm{e}-6$ | -6.63316140 | $1.3 \mathrm{e}-7$ | 240.8 | $6(16)$ |
|  |  | $1 \mathrm{e}-8$ | -6.63462656 | $6.2 \mathrm{e}-9$ | 373.5 | $9(38)$ |
|  |  | $1 \mathrm{e}-9$ | * | * | * | * |

Table 11: Comparison of IP-PCG2 with KNITRO v4.0.2 on test problem P2-6
${ }^{1}$ Current solution estimate cannot be improved by the code.

| $N$ | Solver | opttol | $f\left(\boldsymbol{x}^{(i t)}\right)$ | $\left\|\boldsymbol{H}\left(\boldsymbol{v}^{(i t)}\right)\right\|$ | time | it (inn) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 99 | IP-PCG2 |  | -18.73614837 | $5.9 \mathrm{e}-9$ | 13.9 | 49(54) |
|  | KNITRO-D | $1 \mathrm{e}-6$ | -18.73188084 | $4.8 \mathrm{e}-7$ | 7.0 | 13 |
|  |  | $1 \mathrm{e}-8$ | -18.73611604 | $9.3 \mathrm{e}-9$ | 14.8 | 29 |
|  |  | $1 \mathrm{e}-9$ | -18.73614224 | $6.8 \mathrm{e}-10$ | 17.4 | 34 |
|  | KNITRO-I | $1 \mathrm{e}-6$ | -18.73221830 | $4.2 \mathrm{e}-7$ | 20.5 | 19(133) |
|  |  | $1 \mathrm{e}-8$ | -18.73608419 | 7.8e-9 | 33.3 | $32(214)$ |
|  |  | $1 \mathrm{e}-9$ | -18.73614833 | $1.8 \mathrm{e}-10$ | 38.6 | $38(235)$ |
| 199 | $\begin{gathered} \text { IP-PCG2 } \\ \text { KNITRO-D } \end{gathered}$ |  | -18.86331163 | $4.9 \mathrm{e}-9$ | 87.4 | 60(73) |
|  |  | $1 \mathrm{e}-6$ | -18.84530188 | $4.5 \mathrm{e}-7$ | 38.2 | 11 |
|  |  | $1 \mathrm{e}-8$ | -18.86315409 | $4.0 \mathrm{e}-9$ | 119.7 | 37 |
|  |  | $1 \mathrm{e}-9$ | -18.86328069 | $8.1 \mathrm{e}-10$ | 141.0 | 44 |
|  | KNITRO-I | $1 \mathrm{e}-6$ | -18.84592606 | $4.5 \mathrm{e}-7$ | 88.4 | 14(118) |
|  |  | $1 \mathrm{e}-8$ | -18.86315369 | $4.7 \mathrm{e}-9$ | 213.1 | 33(307) |
|  |  | 1e-9 | -18.86329639 | $5.5 \mathrm{e}-10$ | 248.2 | 40(339) |
| 299 | $\begin{gathered} \text { IP-PCG2 } \\ \text { KNITRO-D } \end{gathered}$ |  | -18.905751265 | 3.3e-9 | 278.1 | 67(93) |
|  |  | 1e-6 | -18.862397636 | $5.0 \mathrm{e}-7$ | 126.7 | 10 |
|  |  | $1 \mathrm{e}-8$ | -18.905307698 | 6.1e-9 | 361.2 | 31 |
|  |  | $1 \mathrm{e}-9$ | -18.905681444 | $9.7 \mathrm{e}-10$ | 472.5 | 41 |
|  | KNITRO-I | $1 \mathrm{e}-6$ | -18.836892321 | $8.4 \mathrm{e}-7$ | 309.1 | 14(153) |
|  |  | $1 \mathrm{e}-8$ | -18.905301531 | $6.1 \mathrm{e}-9$ | 578.6 | 28(282) |
|  |  | $1 \mathrm{e}-9$ |  | * | * | * |
| 399 | $\begin{gathered} \text { IP-PCG2 } \\ \text { KNITRO--D } \end{gathered}$ |  | -18.926980012 | $2.9 \mathrm{e}-7$ | 825.2 | 76(113) |
|  |  | 1e-6 | m | m | m | m |
|  |  | $1 \mathrm{e}-8$ | m | m | m | m |
|  |  | $1 \mathrm{e}-9$ | m | m | m | m |
|  | KNITRO-I | $1 \mathrm{e}-6$ | m | m | m | m |
|  |  | $1 \mathrm{e}-8$ | m | m | m | m |
|  |  | $1 \mathrm{e}-9$ | m | m | m | m |

Table 12: Comparison of IP-PCG2 with KNITRO v4.0.2 on test problem P2-7

|  | $M=1$ |  | $M=2$ |  | $M=3$ |  | $M=4$ |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | N | it(inn) | time | it(inn) | time | it(inn) | time | it(inn) |
| time |  |  |  |  |  |  |  |  |
| P2-7 | 99 | $35(70)$ | 5.5 | $39(70)$ | 5.9 | $42(72)$ | 6.3 | $25(52)$ |
|  | 199 | $51(88)$ | 45.8 | $54(94)$ | 48.4 | $62(105)$ | 55.3 | $28(37)$ |
|  | 299 | $54(94)$ | 158.7 | $57(95)$ | 167.2 | $73(114)$ | 212.5 | $32(51)$ |
|  | 399 | $65(109)$ | 515.9 | $79(144)$ | 630.5 | $32(38)$ | 248.6 | $35(37)$ |
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[^1]:    ${ }^{1}$ A continuously differentiable mapping $\boldsymbol{F}(\boldsymbol{u})$ is said to be a weakly nonlinear mapping if it has the form $\boldsymbol{F}(\boldsymbol{u})=A \boldsymbol{u}+\boldsymbol{G}(\boldsymbol{u})$ where $A$ is a matrix and $\boldsymbol{G}(\boldsymbol{u})$ is a continuously differentiable mapping. A weakly nonlinear system $\boldsymbol{F}(\boldsymbol{u})=0$, where $\boldsymbol{F}(\boldsymbol{u})$ is a nonlinear weakly nonlinear mapping ([57]), arises from the discretization of many classical semilinear elliptic partial differential equations by the finite difference or finite element methods.

[^2]:    ${ }^{2}$ Here and subsequently, the vector norm $\|\cdot\|$ indicates the Euclidean norm

[^3]:    ${ }^{3}$ A matrix $\left(\begin{array}{cc}S & V \\ V^{T} & -U\end{array}\right)$ is quasidefinite if $S$ and $U$ are symmetric positive definite matrices. A quasidefinite matrix is strongly factorizable, i.e. a Cholesky-like factorization $L D L^{T}$ (with a diagonal matrix $D$ and a lower triangular matrix $L$ with diagonal elements equal to one) exists for any symmetric permutation of the quasidefinite matrix. The diagonal matrix $D$ has a number of positive (negative) diagonal entries equal to the size of $S$ ( $U$ respectively).

[^4]:    ${ }^{4}$ The method of multipliers [33, Chapt. $5, \S 10$, p. 307], was originally suggested by Hestenes in [32]; an equivalent method motivated from a different viewpoint has been proposed by Powell in [48]. See [37, Chapt. 13] for the dual viewpoint of the method.
    In [25] it is shown that the method of multipliers for equality constrained least squares problems is equal to the method of weighting [52] for a particular choice of the starting point.

[^5]:    ${ }^{5}$ In the experiments, we use an adaptive rule for $\hat{\theta}$ as in [3]; that is, if the result of the minimum in (27) is less then 1 we have

    $$
    \hat{\theta}=\max \left(0.8, \min \left(0.9995,1-100\left(\tilde{\boldsymbol{s}}^{(k)^{t}} \tilde{\boldsymbol{w}}^{(k)}\right)\right)\right)
    $$

