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Overview

IP-PCG is a C++ software designed to solve large-scale Nonlinear Program-
ming Problems (NLP) with equality, inequality and box constraints. It em-
ploys a Newton inexact interior point algorithm [1, 2, 3, 4] with a line search
strategy based on the Eisenstat and Walker rule, even in the nonmonotone
case [5]. At each step of the interior point algorithm, a perturbation of
the Newton equation is solved by the Preconditioned Conjugate Gradient
(PCG) method, with a suitable indefinite preconditioner [6, 7]. The main
features of the code are:

e Sparse matrix representation;

e [terative solution of the inner linear system with an adaptive stopping
criterion;

e Four different representation of the Newton system;
e Direct factorization of the preconditioner;
e Three different PCG algorithms;

e Partial AMPL interface;

Algorithm
The interior point algorithm implemented by IP-PCG is derived from the
algorithm presented in [1]. The main difference consists in the choice of
the perturbation parameter which allows to develop the global convergence



theory in the framework of the inexact Newton methods [2, 3, 4]. Further-
more, this allows an approximate solution of the Newton system which has
to be solved at each step of the interior point algorithm. The approximate
solution of the linear system is computed with an adaptive tolerance by the
PCG method with a suitable indefinite preconditioner [6, 7].

The line search strategy employs the Eisenstat and Walker acceptance rule,
even in the nonmonotone case presented in [5].

The code
A binary version of the code is available at
http://dm.unife.it /pn2o/software
for the HP-Itanium?2 platform. The source code is available on demand by
the authors.

How to use
IP-PCG should be called by the following command line
./ip_pcg stub.nl [options]
where stub.nl is the AMPL generated .nl file of an NLP problem.
The available keywords are



keyword arguments | description

alg [2..5] representation of the Newton system [7]

2 = block preconditioner 2X2

3 = block preconditioner 3X3 (default)

4 = block preconditioner 4X4

5 = active-inactive preconditioner (Luksan)

fctroutine [1,2] factorization routine selection

1 = routine BLKFCLT (default)

2 = MAZ27 of the Harwell Subroutine Library

ignore_initsol | [0,1] ignore the initial estimate

0 = assume the starting point specified in the AMPL model
(set to 0 if not specified)

1 = the algorithm choices the initial point (default)

maxit integer maximum number of iterations (default=500)
maxtime integer maximum time in seconds (default=7200)
mon_deg integer monotonicity degree (see [5])

1 = monotone algorithm (default)

>1 = nonmonotone algorithm

mufactor [1,2] choice of the perturbation parameter

1 = central path (default)

2 = inexact Newton

sol [0,1] print of the results

0 = no print (default)

1 = print of the solution vector and the multiplier vector
on the file risultati.dat

tol float optimality error tolerance (default = le-8)

typepcg [1..3] PCG Algorithm selection (see [8])

1 = Algorithm 2.1

2 = Algorithm 2.2

3 = Algorithm 2.3

version version and last update date

This is an example of the output prints produced by the code on the test
problem SVANBERG of the CUTE collection:
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primal variables= 5000

equality constraints= 0

inequality constraints= 5000

lower bounds= 5000



upper bounds= 5000
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each iteration the following information are displayed:
e the value of the objective function (obj);

e the euclidean norm of the violation of the Karush-Kuhn—Tucker opti-
mality conditions (||[KKT||);

e the euclidean norm of the step, namely the solution of the Newton
equation (||stepl|);

e the number of backtracking reductions performed (nred);
e the number of PCG iterations (itcg);
e the number of active (ma) and inactive (mi) inequality constraints.

ally, some summary information are displayed after some stopping crite-

rion is satisfied:

e the total number of interior point iterations;

the total number of PCG iterations;

the total number of function, gradient and Hessian evaluations;

the final optimality error;

the CPU time in seconds (excluding the interface time).
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