A nonmonotone semismooth inexact Newton method
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Abstract

In this work we propose a variant of the inexact Newton method
for the solution of semismooth nonlinear systems of equations. We
introduce a nonmonotone scheme, which couples the inexact features
with the nonmonotone strategies. For the nonmonotone scheme, we
present the convergence theorems. Finally, we show how we can apply
these strategies in the variational inequalities context and we present
some numerical examples.
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1 Introduction

The inexact Newton method is one of the methods for the solution of the
nonlinear system of equations

F(z) =0, (1)

where F' : R” — R” is a continuously differentiable function. The idea of this
method was presented firstly in [4], with local convergence properties; then
in [7] the authors proposed a global version of the method. Furthermore,
the inexact Newton method was proposed also for the solution of nonsmooth
equations (see for example [12], [8]).
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An inexact Newton method is every method which generates a sequence
satisfying the following properties,

1F(xk) + Gk, sk)l| < nillF(zp)]| (2)
and
[F(z + si)[| < (1= B(L = ne)) || F (k)] (3)

where G : R" x R" — R"” is a given iteration function, ;1 = xx + sk, Mg is
the forcing term, i.e. a scalar parameter chosen in the interval [0,1), and 3
is a positive number fixed in (0,1).

In the smooth case, we could choose G(z,s) = VF(z)T's, where VF ()T

is the Jacobian matrix of F, while if F' is just semismooth, we can take
G(x,s) = Hs where H is a matrix of the B-subdifferential of F' at = (for the
definition of semismooth function and B-subdifferential see for example [17]
and [18]).
The quantity ||F(zy)| on the right hand side of the condition (2) represents
the residual of the nonlinear system (1) at the iterate k. Furthermore, the
condition (2) implies that the vector s; is an approximate solution of the
equation

F(zy) + G(x,5) =0, (4)

since the left hand side of (2) is the residual of (4), and the tolerance of such
approximation is given by the term || F'(zx)]|.

The condition (3) implies that the ratio of the norms of the vector F' com-
puted in two successive iterates is less than (1 — 5(1 — 7)), a quantity less
than one.

It is worth to stressing that both conditions are depending by the forcing
term 7.

There are many advantages in the algorithms with inexact features, from
the theoretical and practical point of view. Indeed, global convergence the-
orems can be proved under some standard assumptions. Furthermore, the
condition (2) tells us that an adaptive tolerance can be introduced in the
solution of the iteration function equation (4), saving unnecessary compu-
tations when we are far from the solution.

A further relaxation on the requirements can be obtained by allowing
nonmonotone choices. The nonmonotone strategies (see for example [10])
are well known in the literature for their effectiveness in the choice of the
steplength in many line—search algorithms.

In [1] the nonmonotone convergence has been proved in the smooth case
for an inexact Newton line—search algorithm and the numerical experience



shows that the nonmonotone strategies can be useful in this kind of algo-
rithm to avoid the stagnation of the iterates in a neighborhood of some
“critical” points.

In this paper we propose to modify the general inexact Newton scheme
(2) and (3) in a nonmonotone way, by substituting (2) and (3) with the
following conditions

[1F(zr) + Gk, sp)ll < mill F(zor)) | (5)
and
[ F(2k + si) || < (1= B —ne)) |1 F(zow)) | (6)

where F' is a semismooth function and, given N € N, xy;) is the element
with the following property

| F (g || = L | F(xr—j)]|- (7)
The nonmonotone conditions (5)-(6) can be considered as a generalization
of the global method for smooth equations presented in [1], and in this work,
we provide convergence theorems under analogous assumptions.

In the following section we recall some basic definitions and some re-
sults for the semismooth functions; in section 3 we describe the general
scheme of our nonmonotone semismooth inexact method and we prove the
convergence theorems; in section 4 we apply the method to a particular
semismooth system arising from variational inequalities and nonlinear pro-
gramming problems and, in section 5, we report the numerical results.

2 The semismooth case

Now we consider the nonlinear system of equations (1) with a nonsmooth
operator F’; in particular we focus on the case in which the system (1) is
semismooth.

In order to introduce the semismooth notion, we also report the B-
subdifferential and the generalized gradient definitions. We consider a vector-
valued function F : R — R", with F(x) = [fi(2),..., fo(z)]’ and we as-
sume that, for each component f;, a Lipschitz condition near a given point
2 holds. This means that a function F' : R” — R" is said locally Lipschitz
near a given point x € R”, if there exists a positive number § such that each
fi satisfies

I fi(z1) = fi(z2)|| < Lillwy —x2l|  Var,22 € Ns(v), [; €R



where Nj(z) is the set {y € R" : ||y — z|| < ¢} and L = (Iy,...,1,) is called
rank of F.

The function F' : R" — R" is locally Lipschitz if, for any x € R™, F' is locally
Lipschitz near x.

Rademacher’s Theorem asserts that F' is differentiable almost everywhere
(i.e. each f; is differentiable almost everywhere) on any neighborhood of x
in which F' is a locally Lipschitz function.

We denote with Q2 the set of points at which F' fails to be differentiable.

Definition 2.1 B-subdifferential ([17])
Let F': R™ — R"™ be a locally Lipschitz function near a given point x (with
x € Qp). The B-subdifferential of F' at z is

OpF(z) = {Z € R : 3{aF} € Qp, with lim VEEMT = 21,

Tt —T

Definition 2.2 (Clarke’s generalized Jacobian ([3]))
Let F' : R® — R™ be a locally Lipschitz function near a given point z.
Clarke’s generalized Jacobian of F' at x is

OF () = co0pF (x)
where co denotes the convex combinations in the space R™*".

Remark: Clarke’s generalized Jacobian is the convex hull of all matrices Z
obtained as the limit of sequence of the form VF(z;)T where z; — x and

Xy ¢ QF.

Now we can finally define the semismooth function, as follows.

Definition 2.3 ([18]) Let F : R® — R" be locally Lipschitzian near a
given point x € R". We say that F' is semismooth at z if

’

lim Zv
Ze 8F(z+tv/ )
vl—w,th

exists for all v € R™.

The following definition of a BD-regular vector plays a crucial role in estab-
lishing global convergence results of several iterative methods.



Definition 2.4 ([16]) Let F' : R® — R™. We say that a point x € R" is
BD-regular for F' (F'is BD-regular at z) if F' is locally Lipschitz near = and
if all the elements in the B-subdifferential OpF'(x) are nonsingular.

The next results play an important role in establishing the global conver-
gence of the semismooth Newton methods.

Proposition 2.1 ([17]) If F : R® — R" is BD-regular at z,, then there
exists a positive number § and a constant K > 0 such that for all z € Ns(x)
and all H € 0gF'(z), H is nonsingular and

1 < K

Proposition 2.2 ([16]) If F': R™ — R” is semismooth at a point z € R”
then for any € > 0 there exists a § > 0 such that

1F(y) = F(z) = H - (y — 2)|| < €lly — =]
for all H € 0gF'(y), for all y € N;s(z).

3 Nonmonotone semismooth inexact Newton meth-

ods

We define a nonmonotone semismooth Newton method every method which
generates a sequence {zy} such that

1 F (k) + Hispll < il F (o)l (8)
and
1 F(2k + si) || < (1= B = ne)) |1 F(zow)) (9)

where ;) is defined in (7), zp41 = @) + sp, Hy € OpF(zg), n € [0,1) and
B is a positive parameter fixed in (0, 1).

We will call the vector s, which satisfies (8) nonmonotone semismooth in-
exact Newton step at the level n.

For a sequence satisfying (8) and (9) it is possible to prove the following
convergence result which is fundamental for the convergence proofs of the
algorithms presented in the following.

In [7, Theorem 3.3] and [19] an analogous result can be found for the smooth
case.



Theorem 3.1 Let F': R" — R™ be a locally Lipschitz function. Let {x}
be a sequence such that limg_,o, F(zx) = 0 and for each k the following
conditions hold:

|1 F(zk) + Hysill < nl[F(zew)) |l (10)

IE @R )l < [ (i) (11)

where Hy, € OpF(xk), sk = xp+1 — xf and n < 1. If z, is an accumulation
point ! of {z}.}, then F(z,) = 0. Furthermore, if F is semismooth at x, and
F is BD-regular at x, , then the sequence {x} converges to ..

Proof. If x, is an accumulation point of the sequence {xj}, there exists
a subsequence {wy;} of {z} convergent to x.. By the continuity of F', we
obtain

F(zy)=F <_lim xkj) = lim F(xy,) = 0.

Jj—00 j—00

Furthermore, since {x(y)} is a subsequence of {z}}, also the sequence { F'(zyy)) }
converges to zero when k diverges. From Proposition 2.1, there exist § > 0
and a constant K such that each H € dpF(z) is nonsingular and ||[H || < K
for any x € Ns(z4); we can suppose that § is sufficiently small such that
Proposition 2.2 implies

1E(y) = F(as) = Hy(y — x| < %Ily — o]

for y € Ns(x,) and for any H, € 0pF(y). Then for any y € Ns(x,) we have

[FWII = [Hyly —z) + Fy) — Flz) — Hy(y — .|
> |Hy(y — 2zl = [|1F(y) — F(a.) — Hy(y — z.)||
> elly =zl = g lly — ]
= arlly—adl.
Then
ly — |l < 2K||F(y)| (12)

holds for any y € Nj(z.). Now let € € (0, 9) and since z, is an accumulation
point of {xy}, there exists a k sufficiently large that

T € N%(ac*)

We say that . ia an accumulation point for the sequence {zx} if for any positive
number § there exists an index j such that ||z; — z.|| < 4.
We say that the sequence {xr} converges to a point x. (or, equivalently, that x. is the
limit point of the sequence {z}) if for any positive number ¢ there exists an integer n
such that ||z; — z.|| < § for any j > n.



and

Te(k) € Se = {y: 1F W)l < M}

Note that since myy) € Se then also w1 € Se because ||F(zp41)l| <

| F'(g(xy)||. For the direction s, by (10), (11) and since |H Y < K, the
following inequality holds:

sl < NHZNF @)l + |1 F(r) + Hysgl)
< K(IF(@ee) | + nllF (@ em))l])
= KQ+n)|F(zqw)ll <e< 3.

Since sp = xp11 — Xk, the previous inequality implies ||z — z4|| < 0 and
from (12) we obtain

€ )
Trar1 — Tkl < 2K||F(x <2K———~ <
” k+1 *H = H ( k+1)|| K(1+77) 2

that implies 21 € Ns(7«). Therefore w41y € Se, since ||F(zggq41))| <
2

|1F'(zey)|l- Tt follows that, for any j sufficiently large, z; € Ns(z4), and
from (12)
[@j — || < 2K F(25)]-

Since F'(x;) converges to 0 we can conclude that z; converges to .. O

3.1 A line—search semismooth inexact Newton algorithm

In this section we describe a line—search algorithm: once computed a semis-
mooth inexact Newton step, the steplengh is reduced by a backtracking
procedure until an acceptance rule is satisfied.

In the remaining of the section, we prove that the proposed algorithm is well
defined.

Algorithm 3.1

Step 1 Choose g € R™, f € (0,1),0 < Opin < Omaz < 1, Nmaz € (0,1). Set
k=0;

Step 2 (Search direction)
Select an element Hy € OpF(xy).
Determine 7, € [0, maz) and 5 that satisfy

| He3r + F(zp)ll < Ml F' (o)) ll;



Step 3 (Linesearch)
While || F(xy, + agse)|| > (1 — arB(1 — 7)) [ F (2ol
Step 3.a Choose 0 € [0min, Omaz;
Step 3.b Set ap = Oay;
End

Step 4 Set xp11 = xx + Qg Sk;
Step 5 Set k =k + 1 and go to Step 2.

The steplength is represented by the damping parameter «j which is
reduced until the backtracking condition

[ F(zr + arse)|| < (1 —arpB — i) )| F (@) (13)

is satisfied. Condition (13) is more general than the Armijo condition em-
ployed for example in [8], since it does not require the differentiability of the
merit function ¥(z) = 1/2||F(x)|%.

The final inexact Newton step is given by sx = a5k, and it satisfies condi-
tions (8) and (9) with forcing term 7, = 1 — ag (1 — 7).

We will simply assume that at each iterate k it is possible to compute the
vector 5 which is an inexact Newton step at the level 7 (see for example
the assumption Al in [12] for a sufficient condition). The next lemma shows
that, under the previous assumption, the sequence generated by Algorithm
3.1 satisfies conditions (8) and (9).

Lemma 3.1 Let 8 € (0,1); suppose that there exist 77 € [0,1), § satisfying
|1 F(zr) + Hisl| < 0l F (o)) |-
Then, there exist aq: € (0,1] and a vector s such that
|1 F(zr) + Hpsl| < 0l F(@e) | (14)
[F (@ + s)|| < (1= Ba(l =) F (@)l (15)
hold for any « € (0, Amaz), where n € [7,1), n = (1 — (1 —7)).
Proof. Let s = a5. Then we have

| F'(zx) + Hgs| |F(z) — aF(z) + aF (x) + aHS||
)

)
(1 =) F(zp)| + ol F(zy) + Hi3|l
(1 = ) F(zge)) | + anl| F (g0l
NIE (o)) I,

I IAIA



so (14) is proved. Now let

e = WW%)H, (16)

and ¢ > 0 be sufficiently small (see Proposition 2.2) that

[1E(z + 8) = Fax) — His|| <els] (17)

whenever ||s|| < 0. Choosing amaz = min(l,%), for any o € (0, vmaz]

we have [|s|| < ¢ and then, using (16) and (17), we obtain the following
inequality

[1F(@r+ ) < F(zx +5) = Fer) — Hes|| + || F(2x) + Hs|
< ealls|| + nllF(zew)l
= (1= =ma+ 1 —=al—=n)|F(@ml
= (1= fBal =n)[IF (2ol
< (1= Ba(l =) F (@)l
that completes the proof. O

A consequence of the previous lemma is that the backtracking loop at
the step 3 of Algorithm 3.1, at each iterate k, terminates in a finite number
of steps. Indeed, at each iterate k the backtracking condition (13) is satisfied
for a@ < ez, Where oy, depends on k. Since the value of a; is reduced
by a factor 6 < 0,4, < 1, then there exists a positive integer p such that
(Omaz)? < Qmaz and so the while loop terminates at most after p steps.
When, at some iterate k, it is impossible to determine the next point xgq
satisfying (8) and (9), we say that the algorithm breaks down. Then, Lemma
3.1 yields that assuming that it is possible to compute the semismooth inex-
act Newton step 5j satisfying (8), then Algorithm 3.1 does not break down
and it is well defined.

3.2 Convergence Analysis

The next theorem proves, under appropriate assumptions, that the sequence
{z1} generated by Algorithm 3.1 converges to a solution of the system (1).
The proof is carried out by showing that limy_, {in ey || F(2k)|| = 0, so that
the convergence of the sequence is ensured by Theorem 3.1.
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Theorem 3.2 Suppose that {z;} is the sequence generated by Algorithm
3.1, with 20 < 1 — Nynaz. Assume that the following conditions hold:

A1 There exists an accumulation point x, of the sequence {xy}, such that
F' is semismooth and BD-regular at x.;

A2 At each iterate k it is possible to find a forcing term 7 and a vector
5k such that the inexact residual condition (8) is satisfied;

A3 For every sequence {zy} converging to x., every convergent sequence
{si} and every sequence {\;} of positive scalars converging to zero,
W(wg + Mesk) — U(zom)) -

lim su lim F(x)! Hgs ,
k~>+oc1>) )\k: T k—4o0 ( k) k2k

where W(z) = 1/2||F(z)||?, whenever the limit on the left-hand side
exists;

A4 For every sequence {ry,} such that oy, converges to zero, then ||5,||
is bounded.

Then, F(x.) = 0 and the sequence {zj} converges to x..

Proof. Assumption Al implies that the norm of the vector ||5g|| is bounded
in a neighborhood of the point x.. Indeed, from Proposition 2.1, there
exists a positive number § and a constant K such that ||H, Y| < K for any
Hy, € OpF(xy), for any zx € Ns(xy).
Thus, the following conditions hold:

IH I () ||+ | F () + HySll)
K([F(@o)| + nmaz |1 F (o)1)
K(l + nmax)HF(xé(k))H

K (1 4 Nmaz) | F (o).

Furthermore, the condition A2 ensures that the Algorithm 3.1 does not
break down, thus it generates an infinite sequence.
Now we consider separately the two following cases:

l|5% |

IA N IA A

a) There exists a set of indices K such that {zj}rcx converges to x, and

liminf o« = 0;
k— oo, ke K

b) For any subsequence {xj }rcx converging to x, we have . lim ir’if ap =
——+400,k€eK

7> 0.
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a)Since [|F'(zyy))|| is a monotone nonincreasing, bounded sequence, then
there exists L > 0 such that

L= lm | F(eg)]. (18)

From the definition (7) it follows that || F'(xy))l| > [[F(2)]], thus

L> li F 19
> lm () (19)
where {z}rer is a subsequence of {z} such that the limit of the sequence

{1 F(zp)||}rer exists.
Since oy, is the final value after the backtracking loop, we must have

Q. _ o _
1F @+ sl > (1= 80 =) ) 1 o) (20)
which yields

. A _ . ap _
= > —_ — — .
i +hH,1keK | F'(zy + 7 Skl > kHJ}(l)roI,lkeK (1 9 B(1 nk)) [1F' (g ))
(21)

If we choose K as the set of indices with the property a), exploiting the
continuity of F, recalling that 7 is bounded, that ||5k|| is bounded and sub-
sequencing to ensure the existence of the limit of ay, , we obtain || F/(z.)| > L.
On the other hand, from (19) we have also that L > ||F(z,)||, thus it follows
that

L= (@)l (22)

Furthermore, by squaring both sides of (20), we obtain the following in-
equalities

V

(1 %501 - ) 1P o) P

> (12560 - ) IF @)

A _
1Pk + 5|

This yields

e a _
| F'(x, + %%)”2 — | F () |1* > —2?’%(1 — )| F(ze)I*. (23)

Dividing both sides by %¢, passing to the limit and exploiting the assumption
A4, we obtain

| F(xy, + %51)|

2 ||F(z 2
lim  F(zp) Hysp > im 1F (i)
k—4o00,keK k—+oo,ke K

> li —206(1 — i) || F
L lim 260 7))

£

~—~

o). (24)
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Since (22) holds and taking into account that 7, > 0, we have

o Jm, (zr)" Hpsp > —20| F ()] (25)

On the other hand, we have

F(ap) Hysy = F(ap)" [—F(xx) + F(ap) + Hidp)

—[|F (@)1 + F ()" [F (k) + Hisg)

—|1F(z)||? + | F(z)| - | F (k) + Hid|
(zk)

~IF @)1 + Dl F (i) I (26)

VANVAN

thus we can write

lim F(zp)'H.5. < lim —||F 2 F 2,
Jm (zr)” Hpsp < Jm | F () I + Dmaz || F (o)

Furthermore, considering the subsequence {zy } ke, it follows that

li F(z)THis, < —(1 = imaa) || F (2|2 2
oo jm, (zr)" Hdk < —(1 = Nimaa) [ F (2| (27)

From (25) and (27) we deduce

—2B|[F(2:)[I* < —(1 = hmaz) || F ()|

Since we set (1 — Mmaz) > 20, then we must have ||F(z,)|| = 0.
This implies that limy 4o [|F'(7¢1))|| = 0 and, consequently from (7), we
have

lim ||F .
S | F ()] =0

Thus, the convergence of the sequence is ensured by Theorem 3.1.
b) Writing the backtracking condition for the iterate ¢(k), we obtain

| E (o)1l < (1 = apgiy—18(1 = Moy 1)) 1 F (Zegeqiy—1)) |I- (28)
When k diverges, we can write

L<L-L- lm oy 151 = fw)-1), (29)

where L is defined as in (18).
Since 3 is a constant and 1 —7); > 1 — nyee > 0 for any j, the inequality
(29) yields
L - lim O‘Z(k)fl S 0
k—oo
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that implies
L=0

or
lim ayy—; = 0. (30)

k—o00

Suppose that L # 0, so that (30) holds. Defining U(k) = €(k + N +1) so
that ¢(k) > k, we show by induction that for any 7 > 1 we have

klirgo Qjgy—j =0 (31)
and
Hm [ E (g, )l = (32)

For j = 1, since {aé(k)fl} is a subsequence of {ayp)—1}, (30) implies (31).
Thanks to the assumption A4, we also obtain

kli)rr;o ”xé(k) — J:l;(k)_lH = 0. (33)

By exploiting the Lipschitz property of F, from ||| F(x)||— || F (v)||]| < ||F(x)—
F(y)|| and (33) we obtain

lim [Py, ) = L. (34)
Assume now that (31) and (32) hold for a given j. We have

1 (@ oy — )| < (1 = py—(+1)B1 = Moy —G+0))IEF (@egoiey— ) -
Using the same arguments employed above, since L > 0, we obtain

lim Xy =0

k—o0

—(+1)

and so

o i

1 F
a1

= Tyl = 0,
Ziw)-g+n)ll =
Thus, we conclude that (31) and (32) hold for any j > 1. Now, for any k,
we can write
i(k)—k—1

[Zk41 — 2l < Z - 1500 -5
Jj=1
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so that, since we have (k) — k — 1 < N, we have
Jim [l — 2] = 0. (35)
Furthermore, we have
Hl‘é(k) — x| < ||xé(k) — Tpp1]| + || Tpg1 — 24| (36)

Since x, is an accumulation point of {zy} and (35) holds, (36) implies that z.
is an accumulation point for the sequence {xg(k)}. From (33) we conclude
that x, is an accumulation point also for the sequence {xl;(k)il}, which
contradicts the assumption made. Indeed, since {:Eé(k)—l} converges to x,,
we should have that Xfy—1 is bounded away from zero, from the hypothesis
b). Hence, we necessarily have L = 0, that implies

lim [|F(z1)] = 0.
k—o0

Now Theorem 3.1 completes the proof.

O
The previous theorem is proved under the assumptions A1-A4: the hypoth-
esis A4 is analogous to the one employed in [1] in the smooth case, while
A3 is the nonmonotone, and weaker, version of the assumption (A4) in [12].
This hypothesis is not required in the smooth case, thanks to the stronger
properties of the function F and of its Jacobian VF(z)T (see §3.2.10 in [14]).

4 An application to the Karush—Kuhn—Tucker sys-
tems

In this section we consider a particular semismooth system of equations
derived from the optimality conditions of variational inequalities or nonlinear
programming problems.

We consider the classical variational inequality problem VIP(C,V), which is
to find z* € C, such that

<V(x*),z —z*>>0,Vr e’ (37)

where C is a nonempty closed convex subset of R", < - - > is the usual
inner product in R® and V : R” — R" is a continuous function.
When V is the gradient mapping of the real-valued function f : R" — R, the
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problem VIP(C,V) becomes the stationary point problem of the following
optimization problem
min f(zx).
s.t.zeC (38)
We assume, as in [20], that the feasible set C' can be represented as

follows
C={zx eR"|h(z) =0,9(x) > 0,1z > [, I,z < u}, (39)

where h : R® — R4, g : R" — R™, II; € R™*" and II, € R™*"; II; (or
I1,) denotes a matrix given by the rows of the identity matrix with indices
equal to those of the entries of x which are bounded below (above).
Furthermore, nl and nu denote the number of entries of the vector x subject
to lower and upper bounds respectively.

We consider the following conditions, representing the Karush-Kuhn-Tucker
(KKT) optimality conditions of VIP(C,V) or of the nonlinear programming
problem (38):

h(z) =

prgle)=0 g(x)>0 p>0 (40)
/ﬁlT(Hl:U—l)zo Mz —-1>0 x>0
mf(u—l‘[u:p):() u—II, x>0 K,>0

where L(z, A, y, k1, k) = V() — Vh(z)\ — Vg(z)u — TPk + Lk, is the
Lagrangian function. Here Vh(z)? and Vg(z)T are the Jacobian matrices
of h(zx) and g(x) respectively.

In order to rewrite the KKT-conditions as a nonlinear system of equa-
tions, we make use of the Fischer’s function, [9], ¢ : R? — R defined by

o(a,b) :=+va?>+b%>—a—0».

The main property of this function is the following characterization of its
Zeros:
v(a,b)=0<a>0,b>0,ab=0.

Therefore, the KKT-conditions (40) can be equivalently written as the non-
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linear system of equations

V(z) = Vh(z)A = Vg(a)p — Tk + 11k, = 0

h(z) = 0

er(p,g(x)) = 0

SOl(Hl,Hll’ 1) =0

Ou(Ku,s u wz) = 0

or, in more concise form,

d(w) =0 (41)
where w = (2T, AT, 0T kT, kI)T; or « R?™ — R™ with ¢r(u, g(z)) =

(@(Ml,gl)7 x '790(Mm;gm))T; Pr e R — Rnlv with ¢y (ry, Iz — l) S Rnl?
w i RZW — R™ with @y (ky, u — IT,x) € R™,

Note that the functions ¢y, ¢y, ¢, are not differentiable in the origin, so that

the system (41) is a semismooth reformulation of the KKT-conditions (40).

The system (41) can be solved by the semismooth inexact Newton method
[8], given by
We1 = Wi + o Awg,

with a given starting point wg, where ay, is a damping parameter and Awy,
is the solution of the following linear system

Hi,Aw = —(I)(wk) + Tk (42)
where Hy, € Op®(wy) and 7y is the residual vector and it satisfies the con-

dition
I7kll < me P (wp) |-

As shown in [20], permuting the equations of the system (42) and changing
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the sign of the fourth equation, the system (42) can be written as follows:

Rlﬁll 0 0 RlHl 0
0 R, 0 R,II, 0
0 0 R, R, (Vg(z)T 0
7 —1I Vg(z) —VV(x)+ V3ig(@)p+ V2h(z)\ Vh(z)
0 0 0 (Vh(z))T 0
AV oi(kr, iz — 1)
NKy, Ou(Fu, u — I1,7)
Ap | =— e1(ps g(z)) + P
Ax a
ADY h(x)

where P, is the permuting residual vector and —a = V(z) — Vh(z)\ —
VQ(‘T):U’ - (HZ)THI + (Hu)TﬁUQ

R, = diag(rg,,...,7g,,)

g"—1> if (gi(2), i) # 0
(ro)i = <TZ+9¢2 (9i(2), pi) #

-1 if (gi(x), pi) =0

S 1) if (gi(w), i) # 0
(ru)i = <\/,u,12—|—gi2
-1 if (gi(w), i) =0
Ry = diag(ry,,...,71,)

(M) —1) 1) i (L) — b, (k1);) # 0
(r); = <\/(Féz)?+((ﬂﬂ)ili)2 | |

4 if (IL2); — i, (k1)i) =0
Rh‘/l == diag(rﬁll L ’Tﬁlnl)

(). 1) if ((#0)i, (); — 1) # 0
(Tm)i = <\/(/<&1)12 + ((Hll')i — li)2 l :
—1 if ((/ﬂ)i, (Hll')i — li) =0
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R, = diag(ruyy -« Tupny)

(s — (L)) - 1) if (u; — (Ty)s, (Ku)i) # 0
; ux)Z)Z

1 if (u; — (Iyx);, (Ky)i) =0
Ry, = diag(r,, s s Thu, )

(o) - 1> if ((Ru)i,ui — (Ty);) # 0
()i = <¢ ()7 + (i — (L))
-1 if ((Fu)iwi — (Hyx);) = 0.

Now we define the merit function W : Rmtntnegtnitnu _ R a9
1 2
V(w) = §H‘I>(w)|| : (43)

The differentiability of the function ¥(w) plays a crucial role in the global-
ized strategy of the semismooth inexact Newton method proposed in [8]. In
the approach followed here, this property is not required, since the conver-
gence theorem 3.2 can be proved without assuming this hypothesis, thanks
to the backtracking rule (28) which is similar to the ones proposed in [7]
and in [12]. Now we introduce the nonmonotone inexact Newton algorithm,
as follows:

Algorithm 4.1

Step 1 Choose wy = (20, Ao, (0, Ky, Kug) € RTTIREatnlnu g c (0 1), 8 €
(07 1/2) and fix Nmaz < 17 )\0 = 07 Rlg = 07 Ruy = 07,“’0 =0.

Step 2 (Stopping criterion)
if [|®(wy)|| < tol then stop
else

Step 3 (Search direction Aw)
Select an element Hy € dp®(wy,).
Find the direction Aw; € R" and a parameter 1 € [0, mqe] such
that
[ HeAwy, + P(wp)|| < mil| P (weqr )] (44)
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Step 4 (Linesearch)
Compute the minimum integer h, such that, if oy, = 8" the following
condition holds

1@ (wi + apAwy)|| < (1 = Bag(l = mi)) [P (weey) | (45)
Step 5 Compute w1 = wi + apAwy, go to Step 2.

It is straightforward to observe that Algorithm 4.1 is a special case of Al-
gorithm 3.1. Furthermore, the merit function ¥(w) is differentiable and
VU (w) = HT'®(w) where H belongs to dp®(w) (see Proposition 4.2 in [8]).
This implies that the hypothesis A3 holds [12].

Moreover we assume that Hy in (44) is nonsingular and that all the iterates
wy, belong to a compact set. As a consequence, we have that the norm of
the search direction Awy, is bounded: indeed, for any k, from (44) we obtain

[Aw|| < M (1 + Nmaz) || P (wo) |

where M = max,, |H, |

5 Numerical results

In this section we report some numerical experiments, obtained by coding
Algorithm 4.1 in FORTRAN 90 using double precision on HP zx6000 work-
station with Itanium2 processor with 1.3 GHz and 2 Gb of RAM, running
HP-UX operating system.

In particular, we set 3 = 1074, § = 0.5, tol = 1078,

Our aim is to compare the performances of the Algorithm 4.1 with different
monotonicity degrees, by choosing different values for the parameter N.
We declare a failure of the algorithm when the tolerance tol can not be
reached after 500 iterations or when, in order to satisfy the backtracking
condition (45), more than 30 reductions of the damping parameter have
been performed.

The forcing term 75 has been adaptively chosen as

1
= ——,107%).
Nk max<1+k,0 )

The solution of the linear system (44) is computed by the LSQR method
[15] with a suitable preconditioner proposed in [20]. The stopping criterion
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for the inner linear solver is the condition (44).

The test problems we considered are the nonlinear programming prob-
lems and the complementarity problems listed in Table 1, where we also
report the number of variables n, the number of equality and inequality
constraints, neq and m respectively, and the number of lower, and upper
bounds, nl and nu respectively.

Tables 2 and 3 summarize the results obtained on this set of test prob-
lems. The tables report a comparison of the performances of the algorithm
with different choices of the parameter N (N = 1,3,5,7) in terms of num-
ber of external and inner iterations, in the rows with the “ext.” and “inn.”
symbols respectively, and of number of backtracking reductions (the rows
denoted by “back”).

The case N =1 is the usual monotone case.

Tables 2 and 3 show that the nonmonotone strategies can produce a sen-

sible decrease not only of the number of backtracking reduction, but also of
the number of inner iterations. Furthermore, in some cases, also the number
of external iterations is reduced, when nonmonotone choices are employed.
This fact could be explained by observing that different choices of the pa-
rameter N imply different values of the inner tolerance: since the direction
Awy, computed at the step 3 of Algorithm 4.1 depends on the inner toler-
ance, for different values of IV, we obtain different search directions.
Figure 1 depicts the decreasing of the function ¥(w) defined in (43): the
value W(wy) has been reported in logarithmic scale on the y axis for each
iteration of the Algorithm 4.1 applied to the MCP problem lincont. For
N =3, N =5 and N = 7, a nonmonotone decrease can be observed, and
the tolerance of 1078 is reached after 32, 33 and 34 iterations respectively,
while in the monotone case (N = 1), the same tolerance is satisfied after
46 iterations. A similar behaviour has been observed also for the most part
of the MCP and NLP test problems, for example ehl-kost, ehl-def, optcntrl,
marine, rosenbr.

On the other side, a too large value of the parameter N could, in some
case, produce a degenerate behaviour of the algorithm, as we observed for
example in the MCP problem duopoly.

The decrease of the number of iterations and of the number of backtrack-
ing steps corresponds to a decreasing of the execution time. For example, in
the problem lincont, the execution time of the monotone algorithm is 3.62
seconds: setting N = 3 the time is reduced to 1.37 seconds, which is less
than one half of the monotone algorithm time. The CPU time for N =5
and N =7 are 1.36 and 1.42 respectively.
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A significant reduction has been obtained, for example, also for the test
problem ehl-kost, for which we have obtained 0.43, 0.26, 0.29 and 0.34 sec-
onds with N =1, N =3, N =5 and N = 7 respectively, for the problem
ehl-def (0.23, 0.15, 0.17, 0.21), dtoc6 (0.11, 3.1e-2, 2.3e-2, 2.3e-2), marine
(1.68, 1.06, 1.06, 1.11), opt-cont3 (10.3, 18.7, 18.7, 18.7).

Since the execution time related to the other test problems is very small

(less than one seconds), we report in the graphs of figures 2 and 3 the ratio
between the execution time of the nonmonotone algorithms obtained with
the different values of NV and the execution time of the monotone algorithm.
Thus, the value 1 on the y axis represents the time employed by the mono-
tone algorithm.
In general, the nonmonotone choice improved the execution times, but we
observed that, for large values of the parameter N, the number of inner
iterations could decrease while the number of external iterations could rise.
This leads to an increase of the execution time.

Thus, we can conclude that the nonmonotone strategies are effective in
improving the performance of the Algorithm 4.1, but the nonmonotonicity
parameter N has to be chosen very carefully.

Acknowledgements. The authors are grateful to the referees for their
comments, which helped to improve the presentation of the paper.



Table 1: Test Problems

NLP Problem Ref. n neq m nl nu
harkerp2 2] 100 0 0 100 0
himmelbk 2] 24 14 0 24 0
optcdeg? 2] 295 197 0 197 0
optcdeg3 2] 295 197 0 197 99
optentrl [2] 28 19 1 20 10
aug2dc 2] 220 9% 0 18 0
minsurf [6] 225 0 0 225 0
marine [6] 175 152 0 15 0
steering [6] 204 236 0 61 60
dtoc2 2] 204 196 0 0 0
dtoc6 2] 208 149 0 0 0
lukvle8 [11] 300 298 O 0 0
blend * 24 14 0 24 0
branin * 2 2 0 2 0
kowalik * 4 0 0 4 4
osbornea [2] 5 0 0 5 5
rosenbr 2] 2 0 0 0 0
hs6 2] 2 0 1 0 0
mitt105 (13, Ex.5.5] 65 45 0 65 65
a=0.01,N=5
mitt305 [13, Ex.4] 70 45 0 25 50
a=0.001, N =5
mitt405 [13, Ex.3] 50 25 0 25 50
a =000, N=5
MCP Problem Ref. n neq m nl nu
ehl-kost [5] 101 0 0 100 0
chl-def 5] 100 0 0 100 0
bertsek [5] 15 0 0 10 0
choi [5] 13 0 0 0 0
josephy [5] 4 0 0 4 0
bai-haung [5] 4900 0 0 4900 O
bratu [5] 5929 0 0 5625 5625
duopoly [5] 69 0 0 63 0
ehl-k40 [5] a1 0 0 40 0
hydroc06 [5] 29 0o 0 1n 0
lincont [5] 419 0 0 170 0
opt-cont1 [5] 1024 0 0 512 512
opt-cont2 [5] 4096 0 0 2048 2048
opt-cont3 [5] 16384 0 0 8192 8192

*http://scicomp.ewha.ac.kr /netlib /ampl /models/nlmodels/



Table 2: Nonmonotone results in the NLP problems

NLP Problem N=1 N=3 N=5 N=T7
harkerp2 ext. 105 104 104 104
inn. 471 404 415 438
back 37 20 14 8
himmelbk ext. 22 23 27 25
inn. 114 96 149 110
back 22 60 83 58
optcdeg?2 ext. - - 87 75
inn. - - 294 278
back - - 313 289
optcdeg3 ext. - 100 73 68
inn. - 266 158 134
back - 315 133 82
optentrl ext. 31 25 23 23
inn. 78 54 45 45
back 135 70 54 54
aug2dc ext. 7 7 7 7
inn. 12 7 7 7
back 0 0 0 0
minsurf ext. 5 5 5 5
inn. 10 8 8 5
back 0 0 0 0
marine ext. 94 68 67 72
inn. 436 296 284 287
back 473 327 287 309
steering ext. 11 - - -
inn. 30 - - -
back 37 - - -
dtoc2 ext. 7 7 7 7
inn. 11 8 8 8
back 1 1 1 1
dtoc6 ext. 21 9 9 9
inn. 21 9 9 9
back 39 1 0 0
lukvle8 ext. - 20 21 25
inn. - 418 365 455
back - 34 34 34
blend ext. 23 20 19 19
inn. 79 112 82 75
back 225 98 72 72
branin ext. 8 8 8 8
inn. 8 8 8 8
back 11 2 2 2
kowalik ext. 37 11 22 20
inn. 37 11 22 20
back 149 1 14 6

23
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NLP Problem N=1 N=3 N=5 N=T7
osbornel ext. 121 16 16 16
inn. 121 16 16 16
back 443 0 0 0
rosenbr ext. 180 14 9 9
inn. 180 14 9 9
back 1121 4 2 2
hs6 ext. 8 7 7 7
inn. 8 7 7 7
back 14 11 11 11
mitt105 ext. 11 9 8 8
inn. 19 13 9 9
back 13 4 0 0
mitt305 ext. 31 24 24 20
inn. 71 47 46 37
back 195 105 102 68
mitt405 ext. 32 26 19 19
inn. 77 54 39 39
back 227 144 81 81

— the algorithm does not converge
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